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1
I N T R O D U C T I O N

The intensive use of digital technology leads to an exponential increase in the

quantity, complexity and variety of data produced by our society. Many fields, such

as science, industry, business or health, generate more and more data every year. For

example, the telescope used for the Legacy Survey of Space and Time (LSST) will

capture about a thousand 3.2-gigapixel images of the sky every night for ten years.

The total amount of data collected over the ten years will reach about 60 petabytes of

raw data [Obs22]. In healthcare, the amount of data collected each year is growing

exponentially due to the accumulation of a wide variety of digital information

including personal medical records, radiology images, clinical trial data and human

genetics. New forms of data, such as 3D imaging, genomic sequences or biometric

sensor recordings, further accentuate this trend. For instance, US healthcare data

was estimated to be about 150 exabytes in 2011, but is now probably up to several

zettabytes [RR14; Gui+16]. As a last example, the computer-aided design (CAD)

model of a Boeing 777 is composed of 6 million parts and connectors, 350 million

triangular faces to display, and 12 gigabytes of geometry data to store [XZ15].

This digital data provides unique opportunities to support scientific discovery,

improve industrial processes, help decision-making, foster creation or encourage

learning. However, enabling humans to handle and explore such a large quantity

and variety of data is more than ever a major challenge. Although research work,

especially in the domain of artificial intelligence (AI), focuses on the automatic

processing of large amounts of such data, it is mandatory to keep humans involved

in the analysis process. Users must keep control over how the data is processed and

need to be able to understand the results provided by computers.

In this context, the need for computer-mediated collaboration has never been so

high. On the one hand, processing or exploring complex data sets usually requires

multiple collaborators to combine their expertise or share their knowledge. On the

other hand, the current societal context, including pandemic situations and the green

transition, requires groups of users to work remotely while intensively using digital

tools. The COVID-19 pandemic has significantly increased our reliance on computer-

mediated collaboration tools (+44%, according to Gartner [Rim22]), and some

experts predict that this situation will largely persist after the pandemic [Blo22]. As

a consequence, supporting collaboration among co-located and remote users when

analyzing large amounts of data is also a key challenge.

My research investigates how large interactive spaces, such as wall-sized dis-

plays [And+11; Bea+12], immersive virtual reality systems [Cru+92] or augmented

reality spaces [BK02], can foster collaboration on complex data sets. The ability of

such systems to display large amounts of information, potentially in 3D, and to spa-

tially organize that information offers new alternatives for interacting with digital

content. These technologies start to be used in a wide range of application domains,

such as scientific data analysis [Fle+12; PBC17; Kam+18], review of computer-aided

design (CAD) models [Bou+10], monitoring of processes in control rooms [Sch+12],

scheduling of complex events [Liu15] or pathology diagnosis [Rud+16]. They also

1



1.1 terminology and scope 2

provide large collaborative spaces for interaction and communication between

multiple users, which can be useful for brainstorming and combining ideas during

product design [Oku+20], crisis management [PBC18] or creative work [Str+99].

Nevertheless, large interactive spaces require us to rethink how users interact with

computers and collaborate through them. In particular, they offer the opportunity

to develop new forms of interaction and new solutions to foster collaboration by

taking advantage of the large visualization space and physical space available to

users. My research contributes to this evolution in four ways:

1. I propose new interaction paradigms to handle large displays and make use

of the large physical space surrounding users. These paradigms contrast with

traditional mouse-keyboard or touch-based interfaces by allowing multiple

users to interact simultaneously, while moving freely within the system.

2. I explore collaborative interaction among multiple users within a shared

interactive space. Such interaction provides users with dedicated features to

enrich collaborative activities, while managing conflicts and interference that

may arise when interacting in the same space or with the same content.

3. I create interactive systems that connect remote users across heterogeneous in-

teractive spaces. These systems rely on specific technical solutions to synchro-

nize complex data and transmit communication cues, including spatialized

audio and 3D user representations.

4. I investigate video-mediated communication among remote collaborators in

large interactive spaces. Such spaces involve specific constraints to deploy

telepresence capabilities, but also offer unique possibilities to enhance remote

users’ perception and non-verbal communication.

1.1 terminology and scope

My research work is at the crossroads of Human-Computer Interaction (HCI),

Virtual and Augmented Reality (VR/AR) and Computer-Supported Cooperative

Work (CSCW). I study how humans communicate with computers, but also how

humans communicate among them through computers. Although part of my

research focuses on collaboration through immersive technologies including virtual

and augmented reality, my contributions are broader in the HCI domain including

work on interaction design and video-mediated communication.

Next, I define the key terminology used in this manuscript and hence clarify the

scope of my research work:

Large interactive space. I choose this term to encompass both immersive and non-

immersive systems that provide users with a vast physical space for interaction.

I further define large interactive spaces and give examples in Section 2.1.

Mixed reality. Among the various terminologies that unify virtual and augmented

reality, I opt to use the term “mixed reality” as originally defined by Milgram

et al. [Mil+95]. The mixed reality continuum, recently revised by Skarbez

et al. [SSW21], categorizes augmented reality (AR) and virtual reality (VR)

systems according to the proportion of the real and virtual world perceived by

users. I employ this term equivalently to “extended reality” in the manuscript.
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Physical workspace. This workspace refers to the physical space where users interact

within the system. It is typically defined by the available space in front of the

displays or by the limits of the tracking system.

Virtual workspace. In mixed reality systems, the physical workspace is mapped

onto a specific region of the virtual environment, referred to as the virtual

workspace. This virtual workspace is the virtual counterpart of the physical

workspace: users can travel everywhere in this virtual workspace by walking

in the physical workspace.

Telepresence. I use the term “telepresence” to designate video-mediated communi-

cation systems that enhance users’ feeling of being present in the same space.

These systems usually rely on large or immersive displays and advanced

sound synthesis. They contrast with conventional videoconferencing systems,

using standard computers or mobile devices equipped with a single camera

and a relatively small screen. Examples of such telepresence systems are

presented in Section 2.3.1.

Collaborative virtual environment. I define collaborative virtual environments (CVEs)

as distributed systems that enable remote users to meet in a shared mixed

reality environment. This definition encompasses systems using either virtual

reality or augmented reality technologies. It corresponds to what is sometimes

referred to as social virtual reality (SVR). Section 2.3.2 describes collaborative

virtual environments in more depth.

Awareness. When referring to awareness in this manuscript, I specifically focus on

the awareness among collaborators. It includes all the perceptual cues that help

users understand the position, actions and intentions of their collaborators,

along with the information they aim to communicate.

User representation. I employ this terminology to refer to embodied representations

that enable users to perceive remote collaborators in an interactive space.

These representations can use either live video or 3D avatars to provide users

with appropriate awareness of each other, depending on the context.

1.2 context and inspiration

This manuscript presents my research activities since 2012. However, before that, my

PhD work already focused on remote collaboration across immersive VR systems.

While one part concentrated on distributed architecture for synchronizing virtual

environments, another part explored collaborative interaction between users with

heterogeneous devices. This work was part of a national project, named Collaviz,

that provided valuable remote collaboration scenarios for scientific data analysis.

During my post-doctoral position (2012-2013), I explored 3D head reconstruction

for telepresence at the BeingThere Centre [FSB14]. The ambition of this joint inter-

national laboratory was to connect remote rooms through stereoscopic wall-sized

displays, which thus become glass windows between the rooms. Although my work

focused on technological aspects, it enabled me to gain a better understanding of

non-verbal communication, including facial expressions and eye gaze.

My position as an associate professor at Université Paris-Saclay (2013-2021) pro-

vided me with the opportunity to explore these research themes in various projects.
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First, I collaborated on the Digiscope project1, which created a network of ten

interconnected platforms for interactive visualization of large datasets. This project

was a unique occasion to design and test collaborative systems connecting remote

platforms. It also provided various application domains, including scientific re-

search, computer-aided design, decision support systems, and education. Second,

I participated in projects involving engineers from the VR center of the PSA au-

tomotive company (now Stellantis2). It was a unique opportunity to access real

collaborative design scenarios and interview engineers on their current practices.

In 2021, I joined IMT Atlantique as an associate professor. I continue to investigate

collaboration in large interactive spaces. Part of this work is conducted in the context

of Continuum3, a follow up to the Digiscope project at a national level.

1.3 research methodology

The contributions described in this manuscript are supported by a wide range of

empirical results. In particular, my work applied several HCI methods to investigate

research questions and analyze findings. I learned this HCI methodology all along

my research career, but I considerably improved my expertise during my position

at Université Paris-Saclay. Beyond the traditional controlled experiments used to

evaluate the proposed techniques or systems, I integrated user-centered methods

involving potential users in the design of these techniques or systems whenever

possible. These methods include participatory design, interviews and qualitative

observations with low or high-fidelity prototypes. For example, we interviewed

engineers from the PSA automotive company for the work on computer-aided de-

sign. We conducted qualitative observations and interviews with civil engineering

students for the design of ShapeCompare (Section 3.1.2). We ran preliminary observa-

tions using low-fidelity prototypes for the design of CamRay (Section 4.2.1.2). When

controlled experiments were not suitable to assess our solutions, we conducted

user studies on more open-ended tasks to observe how users appropriate tools and

compare their different strategies, as for evaluating ARgus (Section 4.2.3).

Although my training and expertise are more related to computer science, I have

endeavored to ground my work with foundations in psychology and sociology.

In particular, we designed collaborative systems based on the concept of ground-

ing in communication proposed by Clark and Brennan [CB91]. This concept refers

to the communication process required to build a common ground between users,

including mutual knowledge, beliefs, and assumptions about the collaborative

situations [CM81; CSB83]. Collaborative systems should either provide support

to enhance the establishment of common ground, or compensate for communi-

cation cues that are lost in computer-mediated communication. In addition, our

contributions on collaborative design build on specific previous work that studied

collaborative design practices. We drew inspiration from the work of De Bono [De

67] on lateral thinking, and Stempfle and Badke-Schaub [SB02] on the thinking

processes of design teams. Détienne’s work [Dét06] also provided us with valuable

insights on managing task interdependencies and multiple perspectives in design.

1 http://www.digiscope.fr/en/

2 https://www.stellantis.com/en/

3 https://www.lri.fr/~mbl/CONTINUUM/en/

http://www.digiscope.fr/en/
https://www.stellantis.com/en/
https://www.lri.fr/~mbl/CONTINUUM/en/
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1.4 manuscript overview

This section describes the remaining chapters of the manuscript, and acknowledges

the students and collaborators who contributed to this research work. After a brief

chapter on related work, I divide my contributions into two parts: the first is related

to interaction and co-located collaboration in large interactive spaces, while the

second concerns remote collaboration across such spaces. For each part, I provide

representative papers that illustrate my contributions to the related topic. These

papers are attached at the end of the manuscript. Publications I have co-authored

are highlighted in [Bold] in this manuscript.

Related work on large interactive spaces (Chapter 2). This chapter defines large

interactive spaces and illustrates how users interact and collaborate in such systems.

It also describes previous work that explores remote collaboration across large

interactive spaces, including telepresence and collaborative virtual environments.

From interaction to collaboration in a shared interactive space (Chapter 3). Allow-

ing each user to interact in large interactive spaces is a necessary step to support

collaboration. This chapter introduces new interaction paradigms that provide

users with the ability to master the unusual characteristics of these systems. Be-

yond individual interaction, it investigates how such systems can foster co-located

collaboration by providing appropriate collaborative interaction among users.

The first section focuses on the large visualization space, studying how users can

interact with 3D virtual objects on a wall-sized display and collaboratively explore

a large number of these objects. The work on 3D interaction [LF16] was part of the

master’s thesis of J.-B. Louvet. The work on collaborative exploration [Oku+20] was

part of the PhD thesis of Y. Okuya, co-supervised with P. Bourdot (CNRS senior

researcher), and involved O. Gladin and N. Ladévèze (both engineers).

The second section concentrates on interaction in a 3D space, investigating 3D

object deformation with haptic interaction and collaborative sketching in augmented

reality. The first part on 3D object deformation [Oku+18a; Oku+21] was carried out

during the PhD of Y. Okuya, co-supervised with P. Bourdot, in collaboration with

N. Ladévèze. The second part on collaborative sketching [FFT23] was part of the

PhD thesis of A. Fages, co-supervised with T. Tsandilas (Inria researcher).

The third section presents multiple navigation techniques that leverage the large

physical space to maximize physical displacements and allow tangible interaction. It

also investigates how these techniques can be extended to collaborative navigation

involving two co-located users. All these contributions [Zha+19; Zha+20; Zha+21;

Zha+22] were based on the PhD work of Y. Zhang, co-supervised with P. Bourdot,

and involved S.-T. Ho (master’s intern), T.T.H. Nguyen (associate professor at

Université Paris-Saclay), and N. Ladévèze (engineer).

Representative papers:

• Interaction: J.-B. Louvet, C. Fleury (2016). Combining Bimanual Interaction and Telepor-

tation for 3D Manipulation on Multi-Touch Wall-sized Displays. Proceedings of the ACM

Symposium on Virtual Reality Software and Technology (VRST), 8 pages.
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• Collaboration: Y. Okuya, O. Gladin, N. Ladévèze, C. Fleury, P. Bourdot (2020). Investigat-

ing Collaborative Exploration of Design Alternatives on a Wall-Sized Display. Proceedings of

the ACM conference on Human Factors in Computing Systems (CHI), 12 pages.

• Navigation: Y. Zhang, N. Ladévèze, H. Nguyen, C. Fleury, P. Bourdot (2020). Virtual Nav-

igation considering User Workspace: Automatic and Manual Positioning before Teleportation.

Proc. of the ACM Symposium on Virtual Reality Software and Technology (VRST), 10 pages.

• Collaborative navigation: Y. Zhang, T.T.H. Nguyen, N. Ladévèze, C. Fleury, P. Bourdot

(2022). Virtual Workspace Positioning Techniques during Teleportation for Co-located Col-

laboration in Virtual Reality using HMDs, Proceedings of the IEEE Conference on Virtual

Reality and 3D User Interfaces (IEEE VR), 9 pages.

Collaboration and awareness across remote spaces (Chapter 4). Remote collabora-

tion is becoming crucial due to major changes in our society, including new work

organization and the green transition. This chapter presents how large interactive

spaces can foster collaboration among remote users. In particular, such collabora-

tion requires technical solutions to connect heterogeneous platforms, as well as

appropriate awareness and communication cues among the remote collaborators.

The first section focuses on the technical aspects of connecting remote users

across heterogeneous systems. A distributed architecture synchronizing computer-

aided design data [Oku+18b; Oku+21] was created during the PhD of Y. Okuya,

co-supervised with P. Bourdot, in collaboration with N. Ladévèze and O. Gladin. As

part of the Digiscope project, we designed a system to explore 3D audio mappings

between remote platforms [Fyf+18] with L. Fyfe (engineer), O. Gladin, and M.

Beaudouin-Lafon (professor at Univ. Paris-Saclay). During my post-doc, I proposed

a method to reconstruct remote users’ head in 3D [Fle+14], supervised by H. Fuchs

(professor at Univ. of North Carolina) and T.J. Cham (associate professor at NTU

Singapore), and with the collaboration of T. Popa (post-doc at ETH Zurich).

The second section concentrates on video-mediated communication across large

interactive spaces. The work on deictic gestures perception [AFB15] and telepres-

ence across wall-sized displays [Ave+17] was part of the PhD work of I. Avellino,

co-supervised with M. Beaudouin-Lafon, and involved W. Mackay (Inria senior

researcher). The work about one-to-many telepresence [Le+19] was a collaboration

with K.-D. Le (PhD student at Chalmers Univ. of Technology), I. Avellino, M. Fjeld

(professor at Chalmers Univ. of Technology), and A. Kunz (professor at ETH Zurich).

The work on multi-view collaboration with AR users [FFT22b] was part of the PhD

thesis of A. Fages, co-supervised with T. Tsandilas.

Representative papers:

• Perceptual study: I. Avellino, C. Fleury, M. Beaudouin-Lafon (2015). Accuracy of deictic

gestures to support telepresence on wall-sized displays. Proceedings of the ACM conference

on Human Factors in Computing Systems (CHI), 4 pages.

• One-to-one telepresence: I. Avellino, C. Fleury, W. Mackay, M. Beaudouin-Lafon (2017).

CamRay: Camera Arrays Support Remote Collaboration on Wall- Sized Displays. Proceedings

of the ACM Conference on Human Factors in Computing Systems (CHI), 12 pages.

• One-to-many telepresence: K.-D. Le, I. Avellino, C. Fleury, M. Fjeld, A. Kunz (2019).

GazeLens: Guiding Attention to Improve Gaze Interpretation in Hub-Satellite Collaboration.

Proc. of the IFIP TC13 Conference on Human-Computer Interaction (INTERACT), 21 pages.
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• Telepresence with AR users: A. Fages, C. Fleury, T. Tsandilas (2022). Understanding

Multi-View Collaboration between Augmented Reality and Remote Desktop Users, Proc. of

the ACM Conference on Computer-Supported Cooperative Work (CSCW), 27 pages.

Future perspectives and closing remarks (Chapter 5). This chapter presents future

directions for my research and concludes with some remarks regarding the future

of collaboration in large interactive spaces.



2
R E L AT E D W O R K O N L A R G E I N T E R A C T I V E S PA C E S

The main objective of this chapter is to situate the context of my research work.

As a consequence, it is not intended to be an exhaustive overview of the related

work, but rather to provide examples that define and illustrate the foundations

of my work. The first section proposes a definition of large interactive spaces and

describes the different systems used in the work presented in this manuscript. The

second section introduces some previous work that illustrates how users interact

and collaborate in such systems. Finally, the last section presents related work

addressing collaboration across remote interactive systems.

2.1 large interactive spaces

Large interactive spaces include interactive systems that provide users with a large

physical space, enabling them to move and interact in 3D. This large space can

often accommodate multiple users, making these systems particularly well-suited

to collaboration. By definition, they contrast with personal computers and mobile

devices, which are generally designed for single users who remain static relative to

the display. The key characteristics of large interactive spaces include:

• A large visualization space, which displays digital content in a large portion

of the available 3D space, such as on a full wall or all around the users.

• A large physical space, which allows users to physically move around to

explore the digital content and perform 3D interaction such as pointing,

grabbing or manipulating virtual objects.

• Various interaction devices, which enable users to interact with the digital

content from multiple locations in the 3D space. These devices range from

touch devices to VR controllers.

• A tracking system, which detects the positions of both the users and the

interaction devices in the 3D space.

With this definition, I decide to group immersive and non-immersive systems

together, as they share many similarities in terms of interaction and collaboration.

While hybrid systems do exist, non-immersive systems typically encompass 2D wall-

sized displays and large digital tabletops, whereas immersive systems include all

mixed reality devices. All these systems empower users to visualize and manipulate

large volumes of complex data. They support physical navigation and 3D interaction

to explore such data. Additionally, they can accommodate multiple users within

the same interactive space and connect remote users.

In this section, I classify large interactive spaces into three categories that illustrate

the wide range of systems available: (i) wall-sized displays, (ii) immersive virtual

reality systems and (iii) augmented reality spaces. These three categories cover all

the devices used in the research work described in this manuscript.

8
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Figure 2.1: Large interactive spaces: (a) users preparing the CHI 2013 conference program
on the Wild wall-sized display (© Inria), (b) users exploring a virtual factory in
the Eve immersive system (© CNRS - VENISE), and (c) users reviewing a building
3D mockup in an augmented reality space (© Hoshinim - CC-BY-SA 4.0).

2.1.1 Wall-sized displays

Wall-sized displays typically consist of a large, ultra high-resolution display, as

described by Andrews et al. [And+11] and Beaudouin-Lafon et al. [Bea+12]. They

are often built using a large number of high-resolution screens, although a few use

multiple projectors. Some previous studies have demonstrated their ability to im-

prove performance in various tasks when compared to standard desktop computers.

Czerwinski et al. [Cze+03] showed that larger screen space increases productivity

and user satisfaction in everyday computer use, particularly when working with

multiple windows. Bi and Balakrishnan [BB09] and Grudin [Gru01] corroborated

these findings by showing that peripheral awareness facilitates tasks involving

multiple windows. For sense-making tasks, Andrews et al. [AEN10] demonstrated

that large screens enable users to employ a distributed cognitive process, which

improves performance by allowing users to associate content meaning with spatial

locations. Lischke et al. [Lis+15] proved the benefits of wall-sized displayed for

information search tasks. Finally, other studies have shown that physical naviga-

tion provided by wall-sized displays improves spatial memory [JSH19] and user

performance in visual search [BNB07] and data manipulation [Liu+14].

I used two wall-sized displays in my work: Wild (Figure 2.1-a) and Wilder.

The Wild (Wall-sized Interaction with Large Datasets) platform was composed of

an 8 × 4 grid of 30” Apple Cinema Displays screens at the time we conducted the

work presented in this manuscript. It measured 5.5m × 1.8m, with a resolution of

20480 × 6400 pixels. More recently, the Wild platform has been upgraded with 8K

screens increasing the resolution to over 1 Gigapixel (61441× 17240). It is controlled

by a cluster of 16 computers, each managing two screens. A VICON infrared

tracking system1 can track the position and orientation of the users and interaction

devices in front of the display.

The Wilder platform consists of a 15 × 5 grid of 21.6” Planar screens2 with 3mm

ultra-thin bezels. It measures 5.9m × 2m, with a resolution of 14400 × 4800 pixels.

It is controlled by a cluster of 10 computers, each managing a row of 8 or 7 screens.

The platform also integrates a VICON tracking system, along with a PQLabs infrared

frame3 surrounding the display to provide multitouch capability.

1 https://www.vicon.com/

2 https://www.planar.com/

3 https://www.pqlabs.com/

https://www.vicon.com/
https://www.planar.com/
https://www.pqlabs.com/
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2.1.2 Immersive virtual reality systems

Virtual reality (VR) systems have been used for several decades to immerse users in

virtual environments. They provide users with multi-sensory feedback, enabling

them to perceive the virtual environment through multiple sensory cues, including

visual, audio and haptic cues. This virtual environment is a digital world simulated

by computers, which can present a large variety of information to the users. A more

complete definition of virtual reality can be found in Fuchs et al. [FMG11]. When

focusing on visual cues, the key characteristics of immersive VR systems include

a wide field of regard, a wide field of view, high-resolution displays, and depth

perception. The field of regard corresponds to the amount of the physical space

surrounding users in which images are displayed, while the field of view refers

to the viewing angle instantaneously perceived by users. Depth cues are essential

for immersion, as they give users the feeling of being present in the 3D space of

the virtual environment. In current VR systems, depth perception mainly relies on

3D stereoscopic vision and motion parallax. Motion parallax refers to the depth

information conveyed by the relative movements of virtual objects in response to

changes in the viewer’s position. Providing users with the ability to move in the

physical space of immersive systems is crucial for perceiving motion parallax.

A wide range of devices has been used to immerse users in virtual environments,

including head-mounted displays, CAVE-like systems and various types of stereo-

scopic screens. The CAVE (Cave Automatic Virtual Environment), introduced in

1992 by Cruz-Neira et al. [Cru+92], was the first system using multiple projected

screens surrounding users to increase the field of regard. Since then, the technol-

ogy has improved considerably, and this type of platform has been deployed in

many research laboratories and large companies, such as automotive and aerospace

manufacturing companies. At the same time, head-mounted displays have also

evolved dramatically, and a wide range of high-quality devices is now available to

the general public.

In my research work, I used a CAVE-like system, named Eve (Figure 2.1-b), and

head-mounted displays, including HTC Vive and HTC Vive Pro Eye headsets4. The

Eve (Environnement Virtuel Evolutif) system is composed of four back-projected

stereoscopic screens, measuring 4.8m × 2.7m (front & floor) and 2.7m × 2.7m (left &

right). Each screen has a resolution of 1920 × 1080 pixels. The projectors are able

to achieve both active stereovision and polarization image multiplexing, enabling

two users to have their own stereoscopic view of the virtual environment. The

system can thus support collaborative interaction between these two users, while

providing both with correct motion parallax. Applications are executed on a server

that distributes the rendering to four computers, each connected to a projector. An

ART infrared tracking system5 is used to capture the position and orientation of the

users and interaction devices in the system. A Scale-One haptic device from Haption6

is also available to interact with the virtual environment. This device consists of a

Virtuose haptic arm7 mounted on a 4-degree-of-freedom carrier, allowing users to

interact anywhere in the physical space despite the limited range of the haptic arm.

4 https://www.vive.com/

5 https://ar-tracking.com/

6 https://www.haption.com/en/products-en/scale-one-en.html

7 https://www.haption.com/en/products-en/virtuose-6d-en.html

https://www.vive.com/
https://ar-tracking.com/
https://www.haption.com/en/products-en/scale-one-en.html
https://www.haption.com/en/products-en/virtuose-6d-en.html
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2.1.3 Augmented reality spaces

Augmented reality (AR) has the potential to transform any physical space into a

large interactive space, as it can display virtual content anywhere in the physical

space and allow users to interact with this content (Figure 2.1-c). Early work on aug-

mented reality appeared at the beginning of the 1990s with systems, such as KARMA

proposed by Feiner et al. [FMS93]. Early applications included industrial applica-

tions [CM92], medical applications [Fuc+96] or human-robot interaction [Mil+93].

Since then, AR hardware and software have drastically improved, as highlighted

by Billinghurst et al. in their survey [BCL15]. Modern systems are now able to

accurately track device positions, sense the physical world geometry in real time,

and display content on lightweight wearable headsets. Virtual content can thus be

seamlessly integrated into the real world with stable placement and convenient

ways to interact with it. Moreover, augmented reality inherently supports collabo-

ration between multiple users sharing the same physical space, since they can see

each other in the real world. As a consequence, the number of AR applications has

exploded, and they now reach a very wide range of domains, including marketing,

medicine, education, entertainment, and architecture, as detailed in [BCL15].

With the large development of mixed reality headsets available to the general

public, there is an increasing number of devices capable of delivering high-quality

augmented reality experiences. These devices can be categorized into two types:

optical and video see-through devices. Optical see-through devices enable users to

see the real world through semitransparent screens, onto which the virtual content

is overlaid. In contrast, video see-through devices display video feeds from cameras

located on the device, and integrate the virtual content inside these video feeds.

In the work presented in this manuscript, I used optical see-through devices, and

more specifically the Hololens 2 headsets from Microsoft8.

2.2 interaction in large interactive spaces

Large interactive spaces require specific techniques to interact with digital content

due to their unique characteristics. In particular, they involve going beyond conven-

tional 2D interfaces and keyboard-mouse interaction, as users must handle large

visualization spaces while moving within the system. In this section, I present some

previous work illustrating how users can interact with both 2D and 3D content in

large interactive spaces. I also detail other related work that explores how multiple

users can interact in the same interactive space.

2.2.1 Interaction with 2D content

In this subsection, I concentrate on how to interact with 2D digital content displayed

on large screens, such as wall-sized displays or digital tabletops. A first solution

is to interact at close proximity to the display through direct touch. However, this

solution requires users to travel long distances along the screen and can lead to

difficulties in accessing some areas, such as the very top or bottom of the screen.

To solve this issue, Bezerianos and Balakrishnan [BB05a] introduced a dedicated

8 https://www.microsoft.com/hololens/

https://www.microsoft.com/hololens/
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Figure 2.2: Tangible interaction in large interactive spaces: (a) a 3D brain model is used to
control brain scans on a wall-sized display (Figure from Beaudouin-Lafon [Bea11]),
and (b) a shared prop is used to manipulate a virtual car windshield by co-
located users immersed in VR (Figure from Salzmann et al. [SJF09]).

widget on the display to attract far away items close to users. In a similar spirit,

Canvas portals [BB05b] enable users to interact from distant parts of the display,

using interactive portals that replicate the digital content of remote display areas.

To fully take advantage of wall-sized display characteristics, it is common to step

away from the screen to get an overview of the displayed data. However, users

still need to interact with the display content even when located at a distance.

Previous work has explored interaction techniques to achieve mid-air pointing

on wall-sized displays. Nancel et al. [Nan+15] provide a comprehensive overview

of these techniques. Other studies have investigated the use of mobile devices to

interact at a distance with wall-sized displays, ranging from smartwatches [Hor+18]

to tablets [Kis+17] or tabletops [Bea11]. For example, Smarties [CBF14] proposes

a generic solution for using touch on mobile devices to interact with wall-sized

displays. It provides an interface on the mobile device, as well as a communication

protocol for sending input to a wall-sized display to control interaction cursors or

other specific elements. Lastly, 3D interaction with tangible props can also be used

to interact with digital content on wall-sized displays. For instance, Beaudouin-

Lafon [Bea11] described a scenario in which neuroscientists manipulate a stick in

relation to a physical 3D brain model (Figure 2.2-a). The stick mimics a camera

pointing at the brain and controls the orientation of brain scans distributed on the

wall-sized display. WallTokens [CAC21] also proposes to use tangible objects that

can be slid and attached to a wall-sized display to manipulate the digital content.

2.2.2 Interaction with 3D content

A large number of interaction techniques have been designed to interact with

3D content in mixed reality environments. An exhaustive list of 3D interaction

techniques can be found in the book by LaViola et al. [LaV+17]. These techniques

are usually classified in three categories, as proposed by Hand [Han97]: (i) selection

and manipulation, (ii) navigation and (iii) system control. System control consists

of sending commands to the application for requesting specific actions, changing

the interaction mode, or modifying some parameters.

To select and manipulate virtual objects, we can use two approaches as for the

interaction with 2D content. The first one involves traveling close to the virtual

objects and performing direct manipulation. The simplest solution to achieve

this is to use a virtual hand mimicking the movements of a user’s real hand, as

studied by Jacoby et al. [JFH94]. However, the travel actions required to reach
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the objects can be inconvenient and increase interaction complexity. The second

approach thus takes advantage of being in a virtual environment to interact with

objects at a distance with, for example, the “Go-Go” technique [Pou+96] or a virtual

ray [Min95]. Argelaguet and Andujarb [AA13] presented an extensive survey of

pointing techniques for 3D object selection in mixed reality.

A wide variety of navigation techniques have been proposed for traveling in

virtual environments. An obvious approach is to let users walk, with their physical

movements mapped to virtual displacements. This has many benefits [LaV+17],

such as being easy to learn and use, increasing immersion as studied by Usoh

et al. [Uso+99], reducing motion sickness, and promoting spatial understanding.

However, as the physical space is limited, users can only cover short distances.

Redirect walking, originally proposed by Razzaque et al. [RKW01], guides users

away from the physical boundaries, enabling them to travel longer distances in the

virtual environment. This technique either deforms the users’ spatial perception,

making them follow a circular path in the physical space [Ste+10] or reorients the

virtual environment while users are looking at distractors [CF17]. Nevertheless, real

walking is not always feasible or desired, especially in small physical spaces. In

such cases, steering metaphors offer an alternative, allowing users to continuously

control their direction and speed in the virtual environment. The direction and

speed can be defined by a simple device such as a gamepad or based on users’ body

position [Che+13; KRF11]. Selection-based metaphors can also be used to choose a

destination and reach it instantaneously, saving travel time. For example, telepor-

tation techniques using a virtual ray to select the destination are now common in

many VR headset applications, as they reduce motion sickness [Wei+18; Hab+18].

2.2.3 Collaborative interaction

Previous work has explored co-located collaboration in large interactive spaces.

Liveboard [Elr+92] introduced a digital whiteboard with pen interaction and is

probably one of the first vertical displays supporting group interaction. Jakobsen

and Hornbæk [JH14] studied a collaborative problem-solving task on a wall-sized

display and identified six distinct collaboration styles. They highlighted that physi-

cal proximity of participants is closely related to how tightly coupled they work. In

later work [JH16], they assessed the impact of two input modalities on collaboration:

touch input on the display and mouse interaction at a distance. They found that

wall-sized displays can afford equal participation regardless of input modality.

Although touch input seems well suited to collaboration allowing users to negotiate

for space, it can lead to more interference and conflicts than with mouse input.

Nevertheless, none of these studies provide interaction techniques designed to

support collaborative activities. Liu et al. [Liu+16] studied different collaboration

styles with pairs of participants in a data manipulation task on a wall-sized display.

They varied the interaction and communication capabilities of each participant of

the pair. They also included a technique that supports collaborative interaction by

allowing participants to assist their partner with data manipulation. The results

show the benefits of collaborative interaction, which enables participants to col-

laborate more tightly even when not in close proximity. Based on these findings,

they proposed CoReach [Liu+17], a set of cooperative touch gestures that combine

input from multiple users, allowing them to show or pass content to each other,
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as well as group multiple items on the wall-sized display. GroupTogether [MHG12]

detects collaborators’ spatial formations (F-formations) and how they orient and tilt

mobile devices (micro-mobility). It uses this spatial information to facilitate cross-

device interaction between collaborators’ tablets and a wall-sized display. This is

an interesting example of how sociological constructs can be leveraged to support

appropriate collaboration techniques.

Other studies have concentrated on co-located collaboration in immersive VR

systems. A few CAVE-like systems are able to display multiple stereoscopic views

of the virtual environment, thus supporting multiple users. For example, the Eve

system (Section 2.1.2) provides perspectively correct views for two users, while the

C1x6 system [Kul+11] can accommodate up to six users. This system also explored

various navigation techniques to enable all six users to travel together in the virtual

environment. Aguerreche et al. [ADL10b] proposed using a reconfigurable tangible

device for collaborative manipulation in a CAVE-like system. Co-located collabora-

tion can also be beneficial when multiple users equipped with VR head-mounted

displays are in the same room. Although they cannot see each other, they can still

hear each other and feel the force applied by others when sharing tangible objects.

Such shared tangible objects can simulate users holding virtual objects together

in the virtual environment, as studied by Salzmann et al. [SJF09] with a virtual

car windshield (Figure 2.2-b). Navigation can be challenging in such co-located

situations, as it is mandatory to maintain the spatial relationship between users

while they travel the virtual environment. Multi-Ray Jumping [WKF19] provides a

collaborative teleportation technique that preserves this spatial relationship.

Augmented reality inherently supports co-located collaboration as users can see

each other, providing mutual awareness. As a consequence, early work on aug-

mented reality already explored collaborative systems that let co-located users

see and interact with shared AR content, such as TransVision [Rek96], Shared

Space [BWF98], or Studierstube [Sza+98]. Later, Billinghurst et al. [Bil+02] developed

a collaborative AR system including tangible elements that users can manipulate to

interact with AR content. They showed that participants’ behaviors with this system

are closer to unmediated collaboration than with a large 2D display. Kiyokawa et

al. [Kiy+02] studied communication behaviors of co-located users with various AR

devices and AR content placement. They found that optical see-through headsets

with a task space situated between participants may produce the most natural col-

laboration. This can be explained by the fact that participants could better perceive

non-verbal communication cues with this combination of device and placement. A

recent survey by Sereno et al. [Ser+22] compiles notable research work on co-located

collaboration in AR over the last decade. While all these techniques enable users

to act on shared AR content, very few of them support collaborative interaction

or provide solutions to mitigate interference and conflicts during interaction. Oda

and Feiner [OF09] introduced a redirected motion system designed to prevent

interference between two users, but it is dedicated to hand-held AR devices.

2.3 collaboration across remote interactive spaces

A vast body of research in computer-supported cooperative work has explored re-

mote collaboration. I distinguish two categories among previous work that studied

collaboration across remote large interactive spaces. The first category concerns
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telepresence and video-mediated communication systems, which enable users to

share video across remote locations. The second category involves collaborative

virtual environments and aims to immerse remote users in a shared virtual envi-

ronment using mixed reality technologies.

2.3.1 Telepresence systems

Video plays a crucial role in supporting non-verbal cues, turn-taking and shared

understanding of the collaborative situation among remote users, as emphasized by

Isaacs & Tang [IT93]. Similarly, Monk & Gale [MG02] observed that gaze awareness

provides an alternative non-linguistic channel for checking mutual understanding

among remote collaborators. When engaged in collaborative tasks, seeing each

other’s faces improves the negotiation of common ground, as shown by Veinott et

al. [Vei+99]. Properly conveying gaze direction is challenging in such systems, due

to the disparity between camera and viewer positions, as well as the fact that video

is displayed on a flat screen. Previous work has explored solutions to support the

correct interpretation of gaze direction. For instance, Hydras [SBA92] used multiple

mobile devices combining a screen and a camera. These devices can be placed

in a way that reflects remote collaborators’ positions, thus preserving eye contact.

Multiview [NC05] relies on a multi-view screen and multiple cameras to display

an individual view with a correct perspective for each user. Pan and Steed [PS14]

designed a cylindrical screen to preserve gaze direction by displaying perspective-

correct images for multiple viewpoints around a conference table. Nevertheless,

most of these systems consider static users sitting around a table.

Other work has focused on users moving in their physical space, using wall-sized

displays to simulate a large glass window between the remote spaces. Willert et

al. [Wil+10] connected two wall-sized displays by capturing video through a 2D

grid of cameras and displaying video remotely with a motion parallax effect when

the viewer moves. Consequently, this system supports only one user at each remote

location. Dou et al. [Dou+12] created a similar setup by using a wide-angle camera

to capture the background and multiple video+depth cameras to capture users in

the foreground. Users are segmented using the depth data and overlaid on the

wide-angle video, preserving eye contact with remote collaborators.

When collaborating remotely, users often need to work on shared digital content.

Early work on telepresence investigated how to provide users with the same

interaction space. VideoDraw [TM90] was a shared drawing tool that overlaid the

Figure 2.3: Telepresence across large interactive spaces: (a) MirrorBlender blends video feeds
and shared screens from remote collaborators (Figure from Grønbæk et al. [Grø+21]),
and (b) t-Room uses screens arranged in a circle to overlay remote collaborators’
video feeds onto shared digital content (Figure from Luff et al. [Luf+15]).
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drawing with a shadow of a remote collaborator’s arm. It thus allows users to

perceive the collaborator’s hand gestures. It also includes a screen displaying the

remote collaborator’s face on top of the drawing area. VideoWhiteboard [TM91]

improved on this system by overlaying the shared drawing with a shadow of

the collaborator’s full body. Clearboard [IK92] extended this idea by blending the

shared drawing with the video of the remote collaborator using transparency. The

system could thus convey facial expressions and gaze awareness. More recently,

MirrorBlender [Grø+21] designed a video-conferencing system that enables users

to reposition, resize and blend with transparency multiple video feeds and shared

screens from remote collaborators (Figure 2.3-a). Finally, t-Room [Luf+15] is a

telepresence system connecting two remote locations with large screens arranged

in a circle around a digital tabletop (Figure 2.3-b). Cameras are attached on top of

each screen and capture users inside the interactive space. Shared digital content

on the screens is overlaid with the remote video in a way that preserves the

physical relations between the users and digital objects. However, this system has

the drawback of requiring exactly the same complex setup at both locations.

2.3.2 Collaborative virtual environments

Collaborative virtual environments (CVEs) enable remote users to share virtual

content, whether they use AR or VR devices. Early work primarily focused on

distributing and synchronizing the virtual environment data across remote loca-

tions, as studied during my PhD [Fle+10c; Fle+10b]. Practical solutions such as

Ubiq [Fri+21] are now available for creating CVEs. Recent work mainly concentrates

on improving awareness and collaborative interaction among remote collaborators.

In such environments, providing mutual awareness is mandatory to support

effective collaboration and social presence among remote users. A large number of

studies have investigated the use of avatars to provide embodied representations of

users in the virtual environment. Current systems can now create highly realistic

avatars with simple technical setups, such as those proposed by Bartl et al. [Bar+21].

However, other authors prefer using low realism or cartoon-like avatars [FM21;

KMI19], as realistic avatars can induce an Uncanny Valley effect [MMK12]. There

is not a clear consensus regarding the impact of these two approaches on social

presence, and it could highly depend on the collaborative context, as highlighted

by Yoon et al. [Yoo+19]. In addition, a few systems have used live video [Ben+95]

or real-time 3D reconstruction [Bec+13] to represent users in virtual environments

(Figure 2.4-a). Congdon et al. [Con+23] compared the effects of video and 3D

avatar representations on user trust in a CVE. The results are not clear-cut, but

it appears that animated 3D avatars can perform as well as full-body video and

better than head-and-shoulder video. Once again, the collaborative context and the

environment surrounding the users’ representations are likely to have significant

effects on these results, and further studies would be required.

While remote users can interact in CVEs using the individual interaction tech-

niques presented in Section 2.2.2, additional techniques can be useful to support

collaborative practices. In particular, it is crucial to manage conflicts that may arise

when users manipulate the same virtual objects and to allow cooperative manip-

ulation of these objects. To prevent conflicts, Spacetime [Xia+18] creates a parallel

version of objects whenever a conflict occurs. Users can thus manipulate their own
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Figure 2.4: Collaborative interaction in virtual environments: (a) a World-In-Miniature is
used to move collaborators in the environment (Figure from Beck et al. [Bec+13]),
and (b) a specific teleportation technique enables a group to travel together
while adjusting its spatial formation (Figure from Weissker et al. [WF21]).

version of an object and review all the created versions before choosing the final one.

Pinho et al. [PBF02] propose to combine users’ actions by separating the degrees of

freedom they control. To enable simultaneously manipulation of the same degrees

of freedom, Noma and Miyasato [NM97] used a physical simulation to compute

the force applied by each user to the virtual object. SkeweR [DLT06] enables two

users to simultaneously grab a virtual object using two control points. The position

and orientation of the object are determined by the positions of these control points.

Aguerreche et al. [ADL09] suggest adding a third control point to more precisely

manipulate the object orientation along the three axes. One user thus manipulates

two control points, while the other manipulates the third one. During my PhD, I

used this 3-hand manipulation technique to assess the co-manipulation of a shared

virtual object by two remote users in CAVE-like systems [Fle+12].

Collaboration navigation in CVEs can be challenging because it can be difficult for

users to meet and travel together in the virtual environment. It is even more complex

when teleportation is involved, as collaborators may disappear when they “jump”

to another location in the environment. To overcome this issue, Spacetime [Xia+18]

proposes to use parallel versions of the collaborators’ avatars. When a collaborator

teleports, a parallel avatar remains at the original location, allowing any user to

select it and follow the collaborator. Additionally, Spacetime enables users to create

a parallel avatar by grabbing a collaborator’s avatar. Users can move this parallel

avatar to a new location where they want to show something to the collaborator.

The collaborator then receives a notification and can decide to travel automatically

to this new location. A World-In-Miniature (WIM), originally proposed by Stoakley

et al. [SCP95], is also a convenient way of moving collaborators in the virtual

environment by manipulating their 3D representation in the WIM, as shown by Beck

et al. [Bec+13] (Figure 2.4-a). To support group navigation, Weissker et al. [WBF20]

designed a teleportation technique that allows two users to travel together while

adjusting their spatial formation. Later, they extended this technique to support

groups of up to ten users [WF21] (Figure 2.4-b).
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2.4 summary

This related work section defined large interactive spaces by providing a selection

of relevant work on wall-sized displays, immersive virtual reality systems and

augmented reality spaces. It also described the main characteristics of the interactive

systems that I used in my research.

Moreover, I presented examples that illustrate interaction and collaboration

aspects in such large interactive spaces. Some previous work introduced interaction

techniques for managing a large amount of 2D content on wall-sized displays,

while others proposed techniques for navigating and interacting with 3D content

in mixed reality environments. Although the content differs between these two

contexts, there are similarities in terms of interaction, especially regarding pointing

techniques or other techniques to interact at a distance, such as portals or tangible

props. These similarities arise from the fact that users interact within a 3D space in

both cases. Nevertheless, it is worth noting that no standardized interaction exists

in these systems and that techniques usually need to be customized to suit specific

application contexts. It is also interesting to observe that only very few techniques

offer true collaborative interaction among co-located users.

Finally, I surveyed previous work on remote collaboration across large interac-

tive spaces, including telepresence systems and collaborative virtual environments

(CVEs). For telepresence, some systems focus on accurately conveying gaze direc-

tion, while others provide users with the ability to share and interact with digital

content. However, none of these systems deal with very large interactive spaces,

where multiple users can both move freely and interact with shared content from

various physical locations. For CVEs, some previous work has explored how avatars

can enhance mutual awareness among remote users. While video can be valuable

in certain collaboration contexts, only a few systems integrate video into mixed

reality environment. It is also worth noting that a large body of work on CVEs

has focused on interaction in collaborative virtual environments, allowing users to

collaboratively manipulate virtual objects and navigate in the virtual environment.

Telepresence systems and CVEs offer different advantages, depending on the collab-

oration contexts and application domains. Nevertheless, almost no previous work

has attempted to combine the two approaches by connecting users of heterogeneous

devices, including both immersive and non-immersive systems.
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F R O M I N T E R A C T I O N T O C O L L A B O R AT I O N I N A S H A R E D

I N T E R A C T I V E S PA C E

Large interactive spaces are powerful tools for fostering collaboration on both

digital and physical content, as they can accommodate multiple users within the

same system. In these spaces, users can easily perceive each other’s activities, share

information and distribute tasks. Nevertheless, providing all users with appropriate

interaction capabilities is a fundamental prerequisite for an effective collaboration.

Although large high-resolution displays and mixed reality technologies are be-

coming more mature and widespread, interaction in such systems remains a chal-

lenge. On the one hand, novel interaction paradigms are needed to enable users to

fully exploit the specific features of these technologies. In particular, the paradigms

must handle large visualization spaces and 3D interaction, while allowing users to

move freely within the system and interact from multiple locations. On the other

hand, these paradigms need to be designed considering the collaborative nature

of the interaction from the outset. They must enable all users to act together with

similar capabilities, while managing conflicts that may arise when users interact

with the same content and occupy a shared space.

In this chapter, I present my research on interaction and co-located collaboration

within a shared interactive space. This work addresses three fundamental aspects

of large interactive spaces by investigating (i) how users can handle a large visual-

ization space, (ii) how they can interact in a 3D space, and (iii) how they can take

advantage of the large physical space surrounding them. This chapter is divided

into three sections, each covering a different aspect. For each aspect, I first propose

interaction paradigms that leverage the specific features of the system and support

multiple users. I then study how these paradigms impact collaboration and how

they can be extended to further enhance collaborative interaction. This chapter

emphasizes the application of the proposed interaction paradigms to various col-

laborative design scenarios, including 3D sketching, computer-aided design (CAD)

and industrial assembly tasks. Although it provides domain-specific solutions for

managing complex data, facilitating 3D interaction and enhancing collaboration,

these paradigms can be adapted to a wide range of contexts and data types.

3.1 handling the large visualization space

Ultra-high-resolution wall-sized displays can present large amounts of visual infor-

mation with a high level of detail, as presented in Section 2.1.1. However, interacting

with such large visualization spaces requires specific techniques that provide a

wide range of actions along with a high degree of precision. Touch interaction

is a relevant option for interaction with wall-sized displays, as it satisfies these

requirements while also enabling multiple users to interact simultaneously from

different locations. Nevertheless, touch interaction techniques need to be redesigned

to suit wall-sized displays, as standard touch-based techniques are mainly designed

for single users with small handheld devices or horizontal screens.

19
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While most previous work about interaction with wall-sized displays concentrates

on 2D content (Section 2.2.1), the benefits of wall-sized displays can be extended

to 3D data. This section targets a collaborative scenario in which a design team

wants to create and explore numerous alternatives of 3D computer-aided design

(CAD) objects on a wall-sized display. The first subsection focuses on the design of

touch-based interaction to manipulate 3D objects on a vertical display. This work

was published at VRST 2016 [LF16]. The second subsection investigates how touch

interaction can be used to generate and distribute multiple design alternatives of

a CAD object on a large display. Building on these outcomes, the last subsection

presents a collaborative system that supports collaborative exploration of CAD

data on a wall-sized display, and evaluates its benefits. This last study leads to

more generic recommendations on how a large visualization space can be shared

to enhance collaboration and empower users to perform complex tasks. The work

described in these last two subsections was published at CHI 2020 [Oku+20].

3.1.1 Multi-touch 3D interaction on a vertical display

We explored the design of touch-based interaction for users interacting with 3D

content while standing in front of a large wall-sized display. This scenario is

motivated by the increasing availability of large multi-touch screens in meeting

rooms, classrooms or public spaces. Multi-touch interaction provides a relevant

solution for manipulating 3D objects in such contexts, as it can be easy to use and

learn even for non-experts. It also does not require additional hardware beyond

what is already embedded in the device.

Previous work has investigated touch-based 3D interaction on standard devices

such as smartphones, tablets or tabletops. It proposes several solutions to perform

6-degree-of-freedom manipulation of 3D objects, such as mimicking direct 3D

manipulation on the objects [RDH09; HCC09; JSK12] or combining different touch

inputs to control separated degrees of freedom (DOF) [HCC07; MCG10a]. Other

studies demonstrate that controlling separated DOF [HCC07] or separating the

control of translation and rotation [MCG10b] improves the performance of the

3D manipulation. While these outcomes are still valid for wall-sized displays, the

proposed techniques must be adapted to the new constraints introduced by such

devices. In particular, touch input techniques that require the use of several fingers

from the same hand may not be convenient when users need to perform actions at

the top or bottom of a large wall-sized display. Additionally, long drags across the

screen should be avoided to prevent user fatigue.

Other studies have explored touch interaction on large displays for 3D navi-

gation [Yu+10] or 3D data exploration [Lop+16; Cof+12]. However, most of the

proposed techniques consider that users stay static in front of the display or re-

quire control devices such as tablets or tabletops. In the context of meeting rooms,

classrooms or public spaces, we want to design solutions that do not require these

additional devices and instead rely solely on direct interaction with the display.

We designed In(SITE) [LF16], an Interface for Spatial Interaction in Tactile En-

vironments, to explore touch-based 3D interaction on wall-sized displays. This

technique combines bimanual touch interaction and object teleportation features to

enable users to perform 6-DOF manipulation on a large vertical display. In(SITE)
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Figure 3.1: 6-degree-of-freedom manipulation of a 3D object on a multi-touch wall-sized
display with the In(SITE) technique: the user performs (main picture) x and

y translations, (a) z translation, (b) roll rotation, and (c) pitch and yaw rotations.

focuses on the selection, translation and rotation of 3D objects, but does not include

scale modification in this first version.

In(SITE) provides a widget divided into several areas that enable separate manip-

ulation of the different DOF (Figure 3.1). When users touch the screen, a raycast

is performed in the 3D virtual environment starting from their head position and

passing through the touch point on the screen. If the ray hits an object, the object is

selected and the widget appears under the finger if it stays in contact with the screen

for at least 1s (long touch). Users then control the x and y translations in a plane

parallel to the screen by moving this primary finger. The z translation is controlled

by touching outside the widget with any finger of the other hand. As this secondary

finger moves closer to the primary finger, the object moves closer according to the

ray axis, and vice versa. This interaction is inspired by the Z-technique [MCG10a].

For rotation, the lower area of the widget allows users to control the roll with the

secondary finger by doing curved gestures, following the object rotation. The upper

area allows users to manipulate the yaw and pitch with the secondary finger by

doing respectively horizontal and vertical movements. The yaw and pitch rotations

can be combined by performing diagonal movements.

To avoid long drags across the screen, In(SITE) includes teleportation features to

achieve object translation over large distance. Users first need to select an object

with a short touch (less than 1s), instead of the long touch used to display the

widget. The object color is changed to provide feedback that it has been selected.

Once users have selected an object, they can teleport it anywhere in the virtual

environment using two methods:

• A short touch at the destination, either on the floor or on another object,

makes the object fall from above the destination. This method is particularly

useful for virtual environments with physical simulation, as the object can be

stacked on top of other objects.

• A long touch at the destination makes the object appear under the finger,

at the location defined by the intersection between the ray and the virtual

environment. The interface then switches to manipulation mode and displays

the widget, allowing users to perform final position adjustments. This method

is especially useful when users want to reach a precise position for the object.
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We conducted two controlled experiments to assess the usability and performance

of In(SITE) in comparison to a standard virtual ray technique, also known as the ray-

casting technique [JFH94; Min95]. We selected this technique as a baseline because

it is widely used in many virtual reality applications and particularly relevant

for moving objects over long distances in large visualization spaces. To overcome

certain limitations of the virtual ray technique for 3-DOF rotation and ensure a fair

comparison, we augmented the technique with a feature that enables rotation along

a vertical axis. Both experiments were performed on a 5.90m × 1.96m wall-sized

display (see description of the Wilder system in Section 2.1.1). This wall-sized

display does not support stereoscopic vision, but we implemented motion parallax

to improve depth perception. Both experiments involved 16 participants each, and

focused on a docking task with targets positioned on the floor or in mid-air. We

hypothesized that the virtual ray would be faster for translation, whereas In(SITE)

would be more accurate for fine adjustments, especially when rotation is involved.

We also predicted that the teleportation can improve both techniques for translation.

The first experiment used spheres for the docking task, assessing only transla-

tion. It compared In(SITE) and the virtual ray technique, both with and without

teleportation. The results did not show a significant effect of the techniques on the

task completion time and the mean values were almost similar, suggesting that

participants reached close levels of performance with both techniques. However,

In(SITE) led to significantly fewer overshoots than the virtual ray while adjusting

the final position of the object. This is confirmed by the subjective questionnaire

which reported that participants found In(SITE) easier to use and more precise.

In addition, this questionnaire showed that participants preferred both techniques

with teleportation and considered them easier to use and less tiring than the ones

without teleportation.

The second experiment used edges, including rotation in the task. It compared

In(SITE) with the virtual ray technique, but did not include teleportation as the task

involved only short translation. The results did not reveal a significant effect of the

techniques on the task completion time, but In(SITE) also led to significantly fewer

overshoots than the virtual ray for this task.

Overall, these experiments suggest that In(SITE) can be an alternative for interact-

ing with 3D content on wall-sized displays, as participants reached close levels of

performance and better precision for fine adjustments with In(SITE) compared to

a standard virtual ray technique. According to participants’ feedback, the telepor-

tation feature improves translation tasks in terms of ease of use, fatigue, and user

preference. However, In(SITE) is a first prototype, which can be further improved.

In particular, additional work would be required to investigate other designs of the

widget, adjust transfer functions for indirect interaction and adapt the technique to

stereoscopic display by following the guidelines presented by Valkov et al. [Val+11].

3.1.2 Interaction with numerous design alternatives

In the context of industrial design, we focused on using touch interaction to

explore a large number of design alternatives on a wall-sized display. The first

objective was to enable non-experts in computer-aided design (CAD) to modify

such parametric models and to generate many design alternatives, using simple

touch interaction instead of specifying complex geometric parameters. The second
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Figure 3.2: Interaction with ShapeCompare: when users select a part (Selection), the system
displays a set of design alternatives on a row of the screen (Display). All
alternatives can be scrolled up and down with a three-finger drag (Slide shapes)
and rotated in 3D with the In(SITE) widget (Rotation). A specific alternative can
be selected with a two-finger long press (Update 2nd screen) and displayed in
context on another screen.

objective was to provide them with a solution for distributing and comparing

these design alternatives by taking advantage of the large visualization space

available. The target scenario was a co-located collaborative design situation, where

a multidisciplinary design team, including designers, engineers, and ergonomists,

wants to evaluate and adjust product designs using digital mock-ups, as described

by Mujber et al. [MSH04].

Several interaction techniques have been proposed to assist designers with draw-

ing and sketching during the early stages of the design process, including immersive

drawing [Isr+09; SH16], surface modeling [Fio+02], digital tape-drawing [Bal+99;

Gro+01; Fle+04; KZL07] and rapid prototyping with bimanual interaction [Ara+13].

However, only a few techniques target detailed design stages requiring the modifi-

cation of parametric CAD models. A CAD model is a solid model defined by a set

of mathematical operations (e.g., extrusion and boolean operations) applied to 2D

sketches. Unlike drawing or surface modeling, modifying CAD models requires to

manipulate parameters, which necessitates extensive training. Although some solu-

tions enable non-experts to modify CAD data [Mar+17; Cof+13], they are limited to

a single CAD model and do not support the generation of new alternatives.

We designed ShapeCompare [Oku+20] to meet the following criteria: (i) interac-

tion in a large space, (ii) native CAD data modification and (iii) multiple-design

comparison. We first implemented a service which generates multiple alternative

shapes by varying parameter values of a native CAD model. This service can load

native CAD files, modify parameters on request, and send back tessellated meshes

using the CAA API of CATIA V51. It also maintains a direct link between the 3D

mesh parts and the CAD parameters using a labeling concept [CB04].

We created a first prototype to generate and visualize new design alternatives

on a wall-sized display. For shape generation, users touch the part they want to

change on a displayed shape (Figure 3.2). If the part can be modified, it turns green

and the system requests a set of new alternatives by varying the CAD parameter

related to this part. In this first version, we defined a minimum and maximum

parameter value for each part, and chose a predefined number of values equally

distributed within the range. For visualization, new shapes are distributed on

an entire row of the screen, above other versions of the CAD model. Each row

represents a set of design alternatives for a specific modification. Users can scroll

up or down the alternatives using a three-finger interaction, and thus see the full

1 https://www.3ds.com/products-services/catia/

https://www.3ds.com/products-services/catia/
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Figure 3.3: User study setup: the target shape is displayed with a transparent yellow color
in a realistic environment on an external screen next to the wall-sized display.

design history. Users can also select a part of any shape in the design history and

restart modification from that shape. To handle 3D objects, users can rotate the

alternatives by using the widget provided by In(SITE) (Section 3.1.1). The rotation

of all alternatives is synchronized to maintain a similar same viewing angle.

To assess this first prototype, we conducted a user study and brainstorming

session with five students from the civil engineering department of our university.

Although they were not CAD experts, they had knowledge of parametric modeling

and design process. They had to modify a car rear-view mirror with ShapeCompare to

reach a given target shape within a 5-minute time limit. They could select a specific

alternative with a two-finger long press on the wall-sized display and visualize it

in an automotive cockpit on an external screen (Figure 3.3). The target shape was

overlaid with a transparent yellow color on this external screen, simulating the

design skills of experts assessing alternatives in a realistic environment.

We evaluated our design through the observations of participants’ behaviors and

interviews. Overall, participants appreciated the interaction techniques and found

the system to be beneficial for novice users as it does not require understanding or

manipulating parameter values. They also found the shape visualization nice and

helpful in generating new ideas. All participants agreed that, although ShapeCom-

pare has limited functionalities and cannot replace traditional CAD software, it is

valuable for adjustments that do not require changing the entire design intent.

The study outcomes helped us identify the main issues that the participants faced.

Firstly, all of them found it difficult and frustrating to understand how part selection

affects shape deformation. Secondly, they often needed time to find out how the

generated shapes on the new row are different from the one they selected. Because

the parameter values used to generate shapes are always distributed between a fixed

minimum and maximum, the initial shape on the new row is not displayed above

the previously selected one, but at a random position. Aside from these issues,

participants often had difficulty distinguishing differences between neighboring

shapes, especially for the radii of corners, top, and bottom parts.

Based on these results, we then redesigned ShapeCompare to improve: (i) under-

standing of shape modification and (ii) visualization of design history. For the

first aspect, we drew inspiration from the Suggestive Interface [IIH07] and created

a widget that shows small thumbnails presenting the minimum and maximum

shape modification for all parameters of each part (Figure 3.4-left). This widget

becomes visible when users select a shape, and allows them to choose a thumbnail

for generating the corresponding set of design alternatives. For the second aspect,

we changed the way the system generates design alternatives to ensure that the

selected shape always appears in the middle of the new row, with equal numbers
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Figure 3.4: Updated version of ShapeCompare: (left) the selection widget shows small thumb-
nails with minimum and maximum shape modifications for all parameters and
(right) all selected shapes are displayed in the middle of the next row to improve
the visibility of the design history.

of alternatives displayed on both its left and right sides (Figure 3.4-right). Instead

of defining a fixed minimum and maximum for the parameter values, we defined a

specific offset for each parameter. The system thus generates the shapes by incre-

mentally increasing and decreasing the parameter by the offset. Consequently, the

middle column gathers all the previously selected shapes, allowing users to easily

track the progression of modifications.

In summary, we employed an iterative design process involving potential users

to create a custom interaction technique that facilitates CAD model exploration for

non-experts. Our objective was to challenge the traditional design methodology

in which users iterate on a single model. Instead, we proposed a solution that

allows users to generate many design alternatives and explore them on a wall-sized

display. Although we studied this approach in a specific context, visualizing “small

multiples” on a wall-sized display could be extended to other contexts as long as

parameter variations are involved. For instance, it can be applied to generative

design [Che+18; Kaz+17] in which users can specify preferred designs to an Artificial

Intelligence, or physical simulations such as weather predictions in which users

can run several simulations with varying parameter settings. Furthermore, our

approach is valuable for collaborative design, as it allows multidisciplinary teams,

including non-CAD experts, to explore, compare, and reflect on design alternatives.

I detail such a co-design scenario in the following subsection.

3.1.3 Collaborative data exploration on a large display

We aimed to investigate the potential benefits of using a wall-sized display to

enhance collaboration within design teams during review meetings. Most of the

time, the design process is iterative and relies mainly on two steps that involve many

stakeholders: design discussion and CAD data adjustment. We aimed to create a

collaborative system using a wall-sized display that could merge these two steps. It

must enable multidisciplinary teams to collectively share and organize the large

visualization space for generating and comparing numerous design alternatives.

Review meetings are a crucial aspect of the industrial design process. They typi-

cally take place in interactive systems that provide a full-scale design visualization,

a large interactive space and a collaborative environment. For example, Portfolio

Wall [Bux+00] displays different designs as tiled thumbnails on a large screen, mim-

icking traditional wall-mounted corkboards. Khan et al. [Kha+05] propose a tool

that highlights the area where users need to pay attention on a projected display,
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Figure 3.5: ShapeCompare enables multidisciplinary experts to generate and explore a large
number of design alternatives on a wall-sized display.

thereby facilitating group meetings. Additionally, several virtual reality systems can

display CAD data [Ber99; Ran+01; Rap+09]. However, all these systems limit users

to comparing just a few static design alternatives during each review meeting, and

these alternatives usually need to be prepared beforehand. Consequently, designers

are unable to explore new ideas by generating and modifying design alternatives of

CAD data in real time during the meeting. This limitation hinders their creativity

and forces them to rely on a time-consuming iterative process. A few systems enable

users to modify native CAD data [Mar+17; Oku+18a], but they focus on deforming

a specific CAD model and do not consider the generation of new alternatives.

We used ShapeCompare [Oku+20] to create a collaborative system enabling multi-

ple users to generate a large number of design alternatives, distribute them on a

large wall-sized display and collaboratively compare them (Figure 3.5). This system

relies on the interaction techniques described in Section 3.1.2. In such context, the

wall-sized display is an efficient tool to show multiple variations of a same object,

foster design discussions among multidisciplinary experts and enable them to

explore more alternatives without using a conventional CAD system.

We conducted a controlled experiment comparing ShapeCompare with another

visualization technique suitable for standard screens, called ShapeSlide. ShapeSlide

displays only one shape at a time and enables users to change the shape displayed

at the center of the screen with a sliding gesture. We used the same wall-sized

display for both conditions (see description of the Wilder system in Section 2.1.1)

in order to reduce bias that could be introduced by different devices, participants’

positions, or interaction techniques. However, only a small part of the wall-sized

display was used for ShapeSlide, simulating the use of a smaller screen. 12 pairs of

participants performed a constraint solving task with both conditions. This task

was based on actual industrial practices and involved modifying a car rear-view

mirror, simulating expert negotiation on various design criteria. Due to difficulties

in accessing actual industrial designers, we controlled participants’ expertise by

giving them individual design criteria based on simple numerical values computed

by the system. In each pair, the first participant focused on the general properties

of the mirror shape, such as aspect ratio and asymmetric balance, while the second

concentrated on the mirror reflection, including visibility and size of the reflective

area. The task ended when the design satisfied each participant’s criteria, and when
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they both agreed on it. We hypothesized that participants would find the right

design faster and with fewer iterations with ShapeCompare than with ShapeSlide.

The main results show that pairs of participants reached the right design sig-

nificantly faster with ShapeCompare than with ShapeSlide. The questionnaires also

highlight that ShapeCompare was perceived as more helpful for communicating with

the partner, and generally preferred by participants. The smaller task completion

time with ShapeCompare could be explained by this better communication between

participants. This is supported by the significantly larger number of deictic instruc-

tions used by participants with ShapeCompare than with ShapeSlide. The alternatives

of ShapeCompare were often used as references for communication and help partici-

pants convey their ideas. On the contrary, more words related to Magnitude were

used with ShapeSlide (e.g. "much more" or "a bit less"), as they needed to describe

their requirements verbally or with their hand gestures. It demonstrates that the

alternatives of ShapeCompare help collaborators build a common ground, as defined

by Clark [CB91], and thus minimize communication costs. Finally, the results from

the NASA TLX questionnaire did not show significant differences between condi-

tions, which suggests that displaying lots of alternatives with ShapeCompare does

not substantially increase the cognitive load of participants.

In summary, this work investigates co-located collaboration on a wall-sized

display in the context of industrial design. We used ShapeCompare to create a

collaborative system that enables multiple users to generate numerous alternatives

of a CAD model and distribute them on the wall-sized display. In a controlled

experiment, we demonstrated that visualizing many alternatives on a wall-sized

display enhances design exploration and negotiation by increasing the common

ground among collaborators. These findings can be extended to more generic

contexts involving the comparison of multiple alternatives. In particular, the concept

of “small multiples” holds promise for facilitating multidisciplinary teams in

collaboratively exploring, discussing, and reflecting on their ideas using a wall-sized

display. The current system remains a research prototype, which leaves plenty of

space for exploration and improvement in terms of visualization and interaction.

For instance, investigating additional methods for classifying and merging relevant

design alternatives is a potential direction for future research.

3.2 interacting in a 3d space

Large interactive spaces enable users to interact in a 3D space, as most of them

can detect user positions and gestures with advanced tracking systems, such as

infrared or "Inside-Out" tracking systems. 3D interaction has long been employed in

mixed reality for interacting with 3D content in virtual environments (Section 2.2.2).

However, it can also be valuable even if the content is visualized on 2D displays.

For example, 3D interaction with a physical prop representing a brain was used to

control brain scans displayed in 2D on a wall-sized display [Bea11]. Moreover, 3D

interaction offers many opportunities in collaborative contexts, supporting multiple

users interacting in the same space and providing them with their own interaction

area. It can also allow collaborative interaction as users can manipulate together

virtual objects in the 3D space [ADL10b; ADL10a]. Despite its advantages, 3D

interaction needs to be adapted to its application contexts, as no standards yet exist.

Designers should also consider that it may be imprecise and tiring for users if no
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precautions are taken. When multiple users interact in the same 3D space, sharing

the space may not be obvious, potentially leading to conflicts.

In this section, I explore 3D interaction in various design scenarios. The first

subsection focuses on 3D interaction for modifying parametric CAD objects in the

context of industrial design. The objective is to enable non-CAD experts to perform

direct physical actions on the 3D shape of CAD objects in immersive virtual reality

systems. This work was published in Frontiers in Robotics and AI [Oku+18a] and in a

book chapter [Oku+21]. The second subsection investigates collaborative sketching

in augmented reality. It presents a system that allows several users to interact with

multiple versions of 3D content in the same physical space, managing conflicts and

fostering creativity. This system was published at IHM 2023 [FFT23].

3.2.1 CAD object deformation with physical actions

We focused on techniques to modify parametric CAD data in large immersive

VR systems. Our goal was to allow users to move around 3D CAD objects, feel

them through haptic feedback, and modify them by performing physical actions

on their surface. We targeted a scenario where non-CAD experts, such as stylists

or designers, want to make simple modifications to CAD objects during a product

review session in an immersive system.

While it is possible to create and modify primitives and meshes using shape-

based interaction [Fio+02; De +13], applying these interaction techniques to CAD

data is challenging due to the unpredictable object deformation resulting from

parameter changes. A few VR-CAD applications enable users to modify native CAD

data in an immersive system [Bou+10; Mar+17], but they do not support direct

interaction with the CAD object shape. For instance, Martin et al. [Mar+17] use a

one-dimensional horizontal gesture to increase or decrease a parameter value.

We developed ShapeGuide [Oku+18a; Oku+21], which enables users to deform

CAD objects by directly pushing or pulling object surfaces in the virtual environ-

ment (Figure 3.6-right). It can include haptic feedback to enable users to feel the

CAD object shapes and to increase the precision of deformation actions in the

3D space. To begin the modification process, users must first select the specific

part of the CAD object that they want to modify. To handle the “unpredictability”

of the shape deformation when modifying CAD parameters, a dedicated service

computes a large number of possible shapes from a set of discrete parameter val-

ues associated with the selected part (Figure 3.6-left). This mesh pre-computation

introduces a loading time after the selection to ensure real-time interaction later. In

our prototype, this operation takes a few seconds, but this time can be significantly

reduced with more powerful hardware and parallel mesh generation. Once the

system has generated the set of shapes, users can explore them using a 3D hand

motion. The system computes the distance between users’ hand position and the

nearest point on each generated mesh. It thus displays the closest mesh to the hand.

If provided, haptic feedback is computed as an attractive force to the nearest point

of each generated mesh using a magnetic force inspired by [Yam+02]. This haptic

feedback attracts the user’s hand to the surface of the closest mesh, keeping the

hand steady on one mesh or guiding it toward neighboring meshes.

In a controlled experiment, we compared ShapeGuide to the one-dimensional

horizontal scroll technique previously used by Martin et al. [Mar+17]. The direction
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Figure 3.6: (Left) ShapeGuide precomputes several meshes of a rear-view mirror and se-
lects the displayed shape according to the user’s hand position Phand. (Right)
ShapeGuide allows users to modify the rear-view mirror shape using physical
actions with haptic feedback, while immersed in a virtual car cockpit.

of the scroll was static and may not be consistent with the shape deformation

in most cases. We also evaluated the effect of haptic feedback assistance on both

techniques. 16 participants had to deform a car rear-view mirror to reach a target

shape displayed in transparent yellow. The experiment was conducted in a CAVE

system (see description of the Eve system in Section 2.1.2). Participants could

interact everywhere in the CAVE with a Virtuose haptic arm mounted on a Scale1

carrier. When no haptic feedback was provided, the haptic device let participants

interact with zero force and resistance. We hypothesized that participants would

perform the task faster and be more likely to start the deformation in the correct

direction with ShapeGuide than with the scroll technique. We also predicted that the

haptic feedback would improve the accuracy of both techniques.

Results demonstrate that ShapeGuide is 42% faster than the scroll technique for

the rear-view mirror deformation. This improvement can be explained by a better

consistency between shape deformation and user hand motion. In particular, we

observed that ShapeGuide reduces by 80% the chance that participants move their

hands in the wrong direction at the start of their gesture. Additionally, participants

perceived ShapeGuide as less mentally demanding, less frustrating, less difficult to

use, and preferred it over the scroll technique.

The main limitation of ShapeGuide is that it tends to produce more overshoots

than the scroll technique, especially for parts where the shape variations are close

to each other in 3D space. An overshoot occurs when participants reach the target

shape but continue their gesture beyond it, causing them to move to the next shape

and then come back. However, the results also show that haptic feedback reduces

the number of overshoots for both techniques. Therefore, it can be an effective

solution to improve the precision of ShapeGuide.

Overall, ShapeGuide provides an effective solution for deforming CAD objects

within an immersive VR system, enabling physical actions to be performed di-

rectly on the object 3D shape. It can enhance the current industrial design process

by allowing non-CAD experts to modify CAD objects without requiring an in-

depth understanding of the CAD data internal organization. This will help avoid

time-consuming iterations and potential misunderstandings that can occur when

designers have to request modifications from CAD engineers. However, further

work is still needed to improve mesh generation. It would be important to re-

duce generation time and allow users to select the number of generated meshes

and the scale level of CAD parameter changes. Additionally, further evaluation of

ShapeGuide with other industrial CAD models would be necessary.
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3.2.2 Collaborative sketching in augmented reality

Large augmented reality spaces are valuable solutions for collaborative design, en-

abling co-located users to create virtual content that overlays their shared physical

space. However, conflicts arise when several collaborators want to add or modify

virtual content around the same physical objects. Although sharing content among

collaborators is crucial in the creative process [Wal+20], others’ content can some-

times distract users and hinder their creativity [GBR12]. Our objective was to create

a system that helps multiple users share an augmented reality space, allowing them

to independently develop their own virtual content while remaining aware of each

other’s activities and productions.

A wide range of research work focuses on co-located collaboration in mixed

reality. Typically, users see and interact with identical virtual content, but a few

systems introduce the ability to access or switch between simultaneous versions of

this content. In Slice of Light [Wan+20a], multiple learners are immersed in distinct

virtual environments while being co-located in the same physical space. The system

allows the teacher to switch between all the environments by moving in the physical

space. Photoportals [Kun+14] propose creating portals to access different locations in

time or space within the virtual environment. Spacetime [Xia+18] uses containers to

store and manipulate multiple versions of virtual objects, avoiding conflicts during

concurrent manipulation in virtual reality. VRGit [Zha+23] provides a tool similar

to a version control system to manage various versions of a virtual environment,

thereby facilitating collaborative editing. However, these systems only address

virtual reality, and do not take into account the relationship between virtual content

and physical space, which is a crucial aspect of augmented reality.

Among previous work related to augmented reality, Looser et al. [LBC04] intro-

duce magic lenses that display different layers of virtual content. However, they

focus on the technical aspects and do not explore how these layers could be useful

for collaboration in a creative process. The concept of Duplicated Reality [Yu+22]

proposes to duplicate a portion of the physical world into an interactive virtual

copy located elsewhere in the augmented reality space. By annotating this virtual

copy, a user can guide another user who is performing actions in the physical world

without disturbing them. While this system prevents conflicts during interaction, it

does not handle multiple versions of the virtual content.

We developed a conceptual framework [FFT23] for co-located collaboration in

augmented reality. This framework targets design scenarios where collaborators

use physical objects as context, landmarks or guides to create 3D virtual content.

It allows multiple versions of the virtual content to be associated with a single

physical object, potentially representing multiple design alternatives. Users have

the freedom to independently control which versions they perceive, and create their

own versions without being constrained by those of others. They can also decide to

share or not their versions, depending on the stage of the design process.

We reify each version as a Version Object, following the concept of reification

proposed by Beaudouin-Lafon and Mackay [BM00]. Version objects are interactive

representations that take the form of semi-transparent spheres containing a preview

of the related virtual augmentations (Figure 3.7-c). Users have the ability to grab

Version Objects and move them into space. Version Objects can thus be grouped
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Figure 3.7: Creation of a Version Object: (a) a user grabs the 3D augmentations of a physical
object. (b) This action creates a new Version Object with a preview of the aug-
mentations. The Version Object can be moved and (c) stored in the AR space.

together in space, compared with each other, shared between collaborators and

applied to the appropriate physical objects.

Users can create a Version Object by performing a grabbing gesture on a specific

physical object at any time (Figure 3.7-a,b). This new Version Object represents the

state of the object virtual augmentations at the time of its creation, similar to a

photograph taken by a camera. By creating multiple Version Objects, users have the

ability to capture various stages of their design process or save a version before

making edits. When a Version Object is created, only its creator can see and access it.

However, the creator can choose to share it with others.

Users can switch among different versions associated with a physical object by

grabbing a Version Object and dropping it onto the corresponding physical object.

This allows them to easily return to a previous version, explore various design

options that they have created, or review versions shared by others. Our framework

also provides users with the ability to simultaneously view multiple versions for

comparing design alternatives. They can use either a preview that superposes two

versions using transparency and color coding (Figure 3.8-a), or a 3D portal that

renders one version inside the portal and another one outside (Figure 3.8-b). This

portal can be freely moved in space by users.

To support collaborative design with Version Objects, the framework allows users

to synchronize or desynchronize the virtual augmentations they see on a physical

object. Desynchronization occurs when a user applies a specific Version Object to a

physical object, thereby switching to a different version of virtual content compared

to their collaborators. This feature can be useful to explore different design ideas

or to benefit from a private space. During desynchronization, modifications made

by collaborators are visible for a very brief period before fading out. This serves as

feedback of collaborators’ actions and indicates that the augmented reality space is

temporarily out of sync. Users can then re-synchronize the virtual augmentations

they see to work on the same content or share design ideas. Synchronization occurs

when a user requests to synchronize with a specific collaborator. Modifications

made by each user become visible to all. A preview mode also allows users to

glance at a collaborator’s version before deciding to switch to it.

We introduced a use-case scenario to illustrate the functionalities of our frame-

work on a concrete example. This scenario involves two fashion designers who aim

to create a new female jacket. They use augmented reality to sketch the virtual

outlines of the jacket in 3D on a physical sewing mannequin, which serves as a

support and guide for their creation (Figure 3.9). The two designers are co-located

in the same room and use AR headsets. Our framework gives them the opportunity
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Figure 3.8: Comparison of two Version Objects: (a) a pre-
view highlights differences between the cur-
rent and previewed versions, or (b) a 3D portal
allows users to explore differences between the
versions inside and outside the portal.

Figure 3.9: Co-located users
sketching in AR the
virtual outlines of a
jacket on a physical
sewing mannequin.

to explore their own design ideas, to share them with each other and to collabora-

tively review them. The scenario consists of two phases: an initial divergence phase

followed by a convergence phase, similar to what can be encountered in various

creative or engineering processes. During the divergence phase, the designers use

the desynchronized mode to individually create different design alternatives, but

they can still share Version Objects to draw inspiration from each other. During the

convergence phase, they switch to the synchronized mode to collaboratively review

existing alternatives and make use of preview and portal tools to compare them.

We implemented this scenario with two Hololens 2 headsets from Microsoft.

In conclusion, we propose a framework that supports the various phases of collab-

orative design in augmented reality. It enables co-located users to perceive distinct

versions of the virtual content associated with a physical object. These versions

are reified into Version Objects, allowing users to control the virtual augmentations

they see, explore their own design ideas, or share multiple design alternatives with

collaborators. We illustrated the framework capabilities through a fashion design

scenario, but its application can be extended to many design processes using aug-

mented reality. Future work should focus on a formal evaluation of our framework,

including its impact on the design process. In particular, the experience of co-located

users viewing different content considerably differs from regular practices and can

be disturbing. Therefore, further study is needed to understand how it influences

collaboration and whether it increases users’ cognitive load. Moreover, future work

should consider more advanced solutions to display and organize the Version Objects

in space. Drawing inspiration from the representations used by VRGit [Zha+23] in a

virtual reality context could be valuable. Finally, we could consider creating virtual

versions of physical objects using 3D reconstruction techniques, thus extending the

concept of Duplicated Reality [Yu+22].



3.3 leveraging the large physical space 33

3.3 leveraging the large physical space

By definition, large interactive spaces provide users with a vast physical space in

which to move and interact. This physical space corresponds to the room or area

accessible to users in mixed reality systems, but also to the space available in front

of wall-sized displays or other 2D visualization systems. It offers valuable opportu-

nities to explore virtual content through physical navigation. Previous work showed

that physical navigation can improve spatial memory [JSH19] and performance

in visual search tasks [BNB07] on 2D wall-sized displays. Additionally, physical

navigation in mixed reality systems can provide users with vestibular cues that

enhance spatial understanding [LaV+17] and immersion [Uso+99], while reducing

cybersickness. When designing interaction in such systems, it is crucial to consider

the physical space surrounding users and maximize physical displacements.

In collaborative contexts, a spatial relationship naturally exists among users who

are co-located in the same physical space. This relationship needs to be considered

during collaboration interaction or preserved in virtual environments. For example,

when users equipped with VR headsets share the same room, preserving a con-

sistent mapping between their physical and virtual positions allows them to have

direct physical contact [Min+20] or co-manipulate shared physical props [SJF09]

while immersed in the virtual environment.

This section mainly focuses on immersive virtual reality systems. The first subsec-

tion investigates several techniques that enable users to be aware of their physical

space when navigating in a virtual environment. These techniques aim to optimize

the mapping between the physical and virtual spaces, thereby maximizing users’

physical displacements and enabling tangible interaction. These different results

were published at EuroVR 2019 [Zha+19], VRST 2020 [Zha+20] and at the Work-

shop on Everyday Virtual Reality at IEEE VR 2021 [Zha+21]. The second subsection

addresses a collaborative scenario in which multiple users independently navigate

in a virtual environment while remaining in the same physical space. It proposes

two collaborative navigation techniques that help users recover a consistent spatial

mapping between their physical and virtual positions when they need to interact

together. These techniques were published at IEEE VR 2022 [Zha+22].

3.3.1 Virtual navigation with physical space awareness

In the context of virtual reality systems, we aim to enhance immersion and interac-

tion by taking advantage of the large physical space surrounding users. In all VR

applications, this physical space, referred to as the users’ physical workspace in this

section, is mapped onto a specific region of the virtual environment. This spatial

mapping allows users to physically walk in the virtual environment and to perform

tangible interaction. Tangible interaction involves associating physical objects with

virtual counterparts and using them as substitutes to manipulate the virtual content

with passive haptic feedback [SVG15]. Such tangible interaction increases the sense

of presence in the virtual environment [Hof98].

The mapping between the real and virtual world is a fundamental issue in

every VR applications, and previous work has explored solutions to manage this

relationship. Some applications [Che+19; Sra+16] opt to have a fixed one-to-one

mapping between the real and virtual environments to avoid user collisions with
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Figure 3.10: (Left) suboptimal spatial mapping that can occur after teleportation: (a) a user
teleports themselves to interact with a virtual object without any knowledge
of their position in the physical workspace and (b) the object is still out of the
workspace boundaries after teleportation and cannot be reached. (Right) the
application establishes a consistent mapping between the physical workspace
and interaction areas: (c) a user teleports themselves to interact with a virtual
object included in an interaction area and (d) the mapping is established during
teleportation, allowing the user to walk and reach objects in the entire area.

the real world and grant direct access to all virtual objects. However, this approach

constrains the size and shape of the virtual environment. To address this limitation,

redirected walking [RKW01] or other view distortion techniques [SWK16] can

be used to map a large virtual environment to a smaller physical workspace

while allowing users to walk freely. Another approach is to use a self-overlapping

architectural layout which allows users to walk through multiple virtual rooms

while staying in the same physical room, as proposed by Impossible Space [Sum+12].

Nonetheless, these solutions may not be suitable for all applications since they

require a reasonably large physical space, and physically walking could also be

tiresome when users have to travel long distances.

Virtual navigation, such as teleportation, allows users to travel in a virtual

environment beyond their physical workspace boundaries. Some previous stud-

ies propose taking into account the users’ physical workspace as they navigate

in the virtual environment, modeling it as a virtual vehicle [BT02] or a virtual

cabin [Fle+10a]. However, virtual navigation alters the spatial mapping between

the physical workspace and the virtual environment. This mismatch can result in a

suboptimal mapping, causing users to unexpectedly reach the physical workspace

limits, restricting physical walking and reducing direct access to virtual objects (Fig-

ure 3.10-left). Consequently, users may need to repeatedly rely on virtual navigation

over short distances instead of using physical movements, which reduces immer-

sion. Additionally, virtual navigation can break the relationship between tangible

objects and their virtual counterparts. Redirected Teleportation [Liu+18] proposes to

combine teleportation and physical walking by maximizing the space available for

walking after each teleportation. To activate teleportation, users step into a portal to

reposition and reorient themselves away from the physical space limits. However,

this technique does not take into account the virtual objects that users need to

access and cannot handle tangible objects.

In this section, we aim to recreate a consistent mapping between physical and

virtual spaces in specific areas of the virtual environment after a virtual navigation.

The main idea is that users can travel long distances freely by using virtual naviga-

tion without any distortion or need for additional actions, such as entering a portal.
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However, when they need to interact with multiple virtual objects in the same

area, the application can assist them in establishing a consistent spatial mapping

(Figure 3.10-right). This enables users to directly access the objects by physically

walking in the consistent area. Furthermore, the application can help users recover

the spatial relationship between tangible objects and their virtual counterparts to

perform tangible interaction. We focused on teleportation since it is widely used in

VR applications, but this work can be extended to other navigation techniques. We

considered standard teleportation with instantaneous transition and no viewpoint

animation. Although it can lead to disorientation, this method is the most widely

used in VR applications to avoid motion sickness.

We considered three solutions for defining the spatial mapping. First, application

designers can specify the mapping in advance for specific areas when tasks are

predefined, such as for virtual escape games or VR training with assembly tasks.

For more generic applications, users can either choose the mapping manually or

select automatically generated areas based on the layout of virtual objects. Finally,

the mapping can be defined by the physical object positions for tangible interaction.

3.3.1.1 Mapping defined by application designers

As a first step, we investigated VR applications that involve predefined virtual object

manipulations taking place in specific areas of the virtual environment. Application

designers can thus position the interaction areas where manipulations will occur in

advance. These interaction areas have the same dimensions as the users’ physical

workspace and will be used to create a one-to-one mapping between these physical

and virtual spaces.

We introduced two switch techniques [Zha+19] based on teleportation to help

users recover the mapping between their physical workspace and the interaction

areas. In both techniques, users teleport themselves in the virtual environment by

using a virtual ray to point towards the destination. However, when users point

towards an interaction area, a specific representation is displayed to notify them

that a special teleportation technique will be triggered. This teleportation technique

adjusts the users’ position and the orientation at the destination, ensuring their

physical workspace matches the interaction area. Once users are teleported in this

area, they can physically walk to access all virtual objects of the area.

The two switch techniques use different representations to display the interaction

areas (Figure 3.11). The Simple switch shows a transparent cube with a green border

indicating the boundaries of the area. The Improved switch uses the same cube

representation, but it adds a semitransparent cylinder with a 3D arrow showing

the users’ future position and orientation in the area. This simplified avatar aims to

help users anticipate their future location in the area and avoid disorientation. The

avatar position and orientation are updated in real time, which means that users

can see their avatar moving in the interaction area if they physically walk in their

physical workspace before the teleportation.

We conducted a controlled experiment with 18 participants to compare the two

switch techniques with a standard teleportation technique used as a baseline. The

experiment was carried out using a CAVE system (see description of the Eve system

in Section 2.1.2). Participants completed a box-opening task in four separate rooms

connected by corridors. They traveled long distances between rooms using the

teleportation technique. In each room, participants followed instructions to open
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Figure 3.11: (a) standard teleportation technique: users’ future position is displayed on the
ground when they point towards the destination with a virtual ray. (b) Simple
switch: a predefined interaction area is highlighted when users point towards
it. (c) Improved switch: the representation included a semitransparent cylinder
with a 3D arrow showing users’ future position and orientation in the area.

three out of four boxes. The boxes were positioned in a U-shape in the room and

were included in the same interaction area. Participants could teleport themselves

either anywhere in the room with the baseline or within the interaction area with

the switch techniques. We hypothesized that both switch techniques would improve

task performance compared with the baseline. We also predicted that Simple switch

would be faster, but would increase disorientation compared with Improved switch.

Results highlight that helping users recover a consistent spatial mapping im-

proves performance and immersion. The two switch techniques significantly reduce

task completion time, the number of teleportations required to achieve the task,

and the collisions with physical workspace boundaries compared to the baseline.

Participants also reported that both switch techniques were less mentally and phys-

ically demanding than the baseline. When comparing the two switch techniques,

the Simple switch is faster than the Improved switch to perform the teleportation in

the interaction area because users do not need to look at the avatar. However, the

Improved switch seems to improve spatial understanding after teleportation as it

reduces the time and head rotation required to find the first box, although we did

not measure significant differences in the experiment.

In this work, we demonstrate the benefits of creating a consistent spatial mapping

between users’ physical workspace and specific regions of the virtual environment.

This approach is particularly useful in complex scenarios that involve large-scale

navigation and manipulation sub-tasks which require access to multiple objects

in the same area. We also evaluated the effect of showing a simplified avatar to

represent users’ future location after teleportation in the interaction area. It seems

that the avatar can be beneficial to reduce disorientation, even if it increases the time

needed to trigger the teleportation by a few seconds. However, additional studies

are required to fully assess the impact of the switch techniques on disorientation.

3.3.1.2 Mapping defined by users

Defining in advance the interaction areas where object manipulations will occur is

not possible for all VR applications. In this second step, we explored more generic

solutions that allow users to define by themselves the spatial mapping between

their physical workspace and a designated area of the virtual environment. The goal

is to make users aware that a virtual workspace related to their physical workspace

exists and to enable them to choose the position of their future virtual workspace

before each teleportation.
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Figure 3.12: Three manual techniques allow users to position their future virtual workspace
before the teleportation: (a) Exo-without-avatar, (b) Exo-with-avatar and (c) Ego-
with-avatar. The orange dotted line represents the rotation axis of the 3D volume
in this figure, but it is not visible to users in the virtual environment.

We designed both manual and automatic techniques to position this future vir-

tual workspace [Zha+20]. In manual techniques, users directly adjust the position

and orientation of a 3D volume representing their virtual workspace in the vir-

tual environment by using a virtual ray attached to a VR controller (Figure 3.12).

The intersection between the virtual ray and the virtual ground defines the 3D

volume position, while a circular gesture on the controller touch pad controls its

orientation. In automatic techniques, an algorithm computes a set of potential

virtual workspaces according to the layout of the interactable objects in the virtual

environment. Each virtual workspace alternative is represented by a 3D volume

which becomes visible when users point towards it. Users can thus browse these

alternatives and select the one they prefer with their virtual ray. In both types of

techniques, the virtual objects inside the 3D volume are highlighted to help users

understand what objects will be contained in their future virtual workspace. Once

users trigger the teleportation, they are moved to the selected virtual workspace

and can access all the virtual objects inside this workspace by physically walking.

In a first experiment, we compared three manual techniques (Figure 3.12):

• Exo-without-avatar implements an exocentric manipulation by allowing users

to move and rotate the 3D volume around its central axis.

• Exo-with-avatar uses the same exocentric manipulation, but also includes a

transparent avatar that shows users’ future position in the virtual workspace

after teleportation.

• Ego-with-avatar proposes an egocentric manipulation that also includes an

avatar. It uses the users’ future position (i.e., the avatar position) as the axis to

move and rotate the 3D volume. This technique can thus be perceived by users

in a different way: they move and rotate the avatar in the virtual environment,

and the 3D volume just indicates the space that would be available after

teleportation.

The purpose of this experiment was to evaluate the benefits of the avatar representa-

tion and to compare the exocentric and egocentric manipulations in terms of spatial

awareness and performance. 12 participants performed a simple task in which they

had to adjust their future virtual workspace position to enclose eight pillars, teleport

themselves inside this new virtual workspace, and touch a specific pillar displayed

in red. This last action was included to assess their spatial awareness. Participants
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used an HTC Vive Pro Eye VR headset in a 3m × 3m physical area. We hypothesized

that both techniques with avatar would reduce the time required to touch the pillar

compared with Exo-without-avatar. We also predicted that Exo-with-avatar would

reduce the time required to position the virtual workspace, but would increase the

time required to touch the pillar compared with Ego-with-avatar.

Results show that both conditions with the avatar decrease the time required to

touch the pillar after teleportation by over 50%, compared to Exo-without-avatar. On

the contrary, the time spent positioning the virtual workspace before teleportation

appears to be shorter without the avatar, which is consistent with our previous

study (Section 3.3.1.1). Although the avatar slightly increases the time and cognitive

load required to position the virtual workspace, it can help users better understand

the upcoming teleportation and reduce disorientation. This finding is supported

by participants’ qualitative feedback, which reported better anticipation of their

location after teleportation and less disorientation. Regarding the manipulation

technique, the results did not show significant differences between exocentric

and egocentric techniques in terms of user performance. However, participants

preferred the Ego-with-avatar condition over the Exo-with-avatar condition since it

was perceived as “easier for positioning themselves” and “easier for finding” the target

pillar after teleportation.

In a second experiment, we compared a manual technique, an automatic tech-

nique and a standard teleportation technique in a more realistic task. Based on

the results and participants’ preference from the first experiment, we chose the

Ego-with-avatar technique for the manual technique. For the automatic technique,

participants used a virtual ray to select the future virtual workspace from a set

of alternatives computed by the system, as described previously. 12 participants

performed a task similar to an escape room, where they had to travel through 8

virtual rooms. In each room, they needed to grab 10 objects one by one and bring

them in one of 2 boxes available in the room. Half of the rooms had a No-overlap

layout, which consisted of 2 disjointed areas, each containing five targets and one

box. The automatic technique computed 2 virtual workspace positions for this

layout. The other half of the rooms had an Overlap layout for which the 10 objects

and the 2 boxes were placed randomly in a single area. The automatic technique

computed 4 overlapping virtual workspace positions to cover all this area. This

experiment used the same VR setup as the first one. We hypothesized that both

manual and automatic techniques would improve performance and sense of pres-

ence compared with the baseline. We also predicted that the automatic technique

would perform better for No-overlap layouts and worst for Overlap layouts compared

with the manual technique.

Results show that both manual and automatic techniques outperform the stan-

dard teleportation technique in terms of efficiency and immersion. In particular,

they significantly reduce the task completion time, the number of teleportations

required to achieve the task, and the collisions with physical workspace boundaries.

Participants also reported a higher sense of presence in the IPQ questionnaire [RS02;

Sch03] with both manual and automatic techniques compared to the standard one.

Regarding the comparison between the manual and automatic techniques, both

achieve close performance, but each one has advantages depending on the virtual

object layout. The automatic technique causes fewer collisions with the physical

workspace boundaries in sparse environments (i.e., No-overlap layout), but induces
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a higher cognitive load for crowded environments (i.e., Overlap layout) compared

to the manual technique.

Overall, this work highlights the benefits of allowing users to choose the position

of their virtual workspace before teleportation. Depending on the virtual object

layout, both manual and automatic techniques can be valuable. For manual tech-

niques, exocentric and egocentric approaches perform similarly, but users tend to

prefer the egocentric approach. In addition, including an avatar to show the user’s

future position can decrease disorientation and minimize the time required to locate

targeted objects after teleportation. Further studies would be mandatory to assess

the proposed techniques in other scenarios including different shapes and sizes

of physical workspaces, various virtual object densities and other types of tasks.

Automatic techniques could be enhanced by adjusting the clustering algorithm

based on the specificity of these scenarios. Finally, the visual representation of

virtual workspace can be improved to prevent overloading the user’s field of view.

3.3.1.3 Mapping defined by tangible object positions

Finally, we studied how to recover the spatial relationship between tangible objects

and their virtual counterparts after a virtual navigation. Tangible interaction is a

simple and inexpensive solution to provide haptic feedback by associating virtual

objects with real objects that share similar physical properties. For instance, a

real chair can allow users to sit in the virtual environment or holding a closed

umbrella can simulate the sensation of holding a virtual sword [SVG15]. This passive

haptic feedback can improve the sense of presence in virtual environments [Hof98].

However, when users perform virtual navigation to travel beyond what is possible

according to their physical workspace boundaries, the spatial relationship between

tangible objects and their virtual counterparts is disrupted, and tangible interaction

is no longer possible.

We explored three advanced teleportation techniques to recover the spatial re-

lationship with a specific tangible object [Zha+21] (Figure 3.13). We proposed to

teleport (i) the user, (ii) the virtual object, or (iii) both to a new position, while recov-

ering their relative positions. To demonstrate this, we developed a first prototype

involving a tracked physical chair that can be used to sit in the virtual environment.

The chair has virtual counterparts which the user can interact with in the virtual

environment. This prototype used an HTC Vive VR headset to immerse the user

in the virtual environment and a Vive Tracker to track the chair position. For all

techniques, the interaction steps are the same: the user first selects the virtual object

involved in the tangible interaction (i.e., one of the virtual chairs in our example),

then the user adjusts the teleportation destination if necessary and, finally, the user

triggers the teleportation.

In user teleportation, the selected virtual object serves as an anchor for the telepor-

tation: the user’s future position will be defined by the position relative to the object

physical counterpart (Figure 3.13-a). For complex objects, such as the chair, the user

has only one option as future destination. However, for more symmetric objects,

the user may be able to choose several destinations around the object. For instance,

in the extreme case of a ball, the user can have an infinite number of destinations

all around the ball. According to the available options, sometimes the user does not

have other choices than teleporting themselves inside other virtual objects, such as

the table next to the chair, for example. In such cases, the system displays the user’s
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Figure 3.13: Three teleportation techniques allow tangible interaction by recovering the
spatial mapping between a real chair and its virtual counterpart: they involve
teleporting (a) the user, (b) the object or (c) both to a new position.

future position with a colored avatar, highlights the collisions with virtual objects

and asks the user to physically move to a new position that avoids collisions before

triggering the teleportation. Colored feedback shows both virtual objects colliding

with the user’s future position and available areas where the user should move to

avoid these collisions.

In object teleportation, the user’s current position serves as an anchor for teleporting

the selected virtual object (Figure 3.13-b). This virtual object will be moved close to

the user at the same relative position as the corresponding physical counterpart,

enabling tangible interaction. As a consequence, there is a unique position possible

for the selected virtual object. However, this position may already be occupied by

other virtual objects surrounding the user. In such cases, the system detects the

collisions in advance and computes a new position to which the user must teleport

themselves before completing the object-based teleportation operation.

In hybrid teleportation, the user specifies where both themselves and the selected

virtual object will be teleported (Figure 3.13-c). The user can use a virtual ray to

define this future position, as in standard teleportation techniques. The virtual object

position is computed based on the relative position of its corresponding physical

counterpart. A specific representation at the intersection between the virtual ray and

the virtual floor shows the future positions of both the user and the virtual object.

The user can rotate this representation to adjust the future virtual object location

all around their future position. This allows the user to avoid potential collisions

with other virtual objects and to choose an appropriate position to prepare for the

upcoming tangible interaction.

These three approaches have their respective advantages and disadvantages, and

can be applied in different scenarios based on the tangible object characteristics. On

the one hand, user teleportation may be more appropriate to allow users to access

virtual objects that are considered immovable. On the other hand, object teleportation

may be more suitable for interacting with small objects or tools at specific locations

of the virtual environment. Finally, hybrid teleportation does not require additional

strategies to prevent users or tangible objects from being teleported inside or behind

other virtual objects. However, it can be time-consuming and mentally demanding

for users. In future work, we need to conduct user studies to evaluate these three

techniques in various contexts, including different shapes, sizes, and potential

mobility of the tangible objects. Safety issues must also be considered in scenarios

where tangible interaction alternates with free navigation. Indeed, physical objects

can become invisible obstacles in the users’ physical workspace when they no

longer have a consistent spatial mapping with their virtual counterpart.
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3.3.2 Collaborative navigation to restore spatial consistency

Multiple users can be co-located in a virtual reality system, for example, when

they are all in the same room wearing VR headsets. In such cases, their relative

positions in the physical space usually match those in the virtual environment.

This spatial consistency enables users to have direct physical contact with each

other [Min+20] or co-manipulate shared tangible props [SJF09]. However, this of-

ten excludes individual virtual navigation capabilities, such as teleportation, to

preserve the one-to-one mapping between users’ relative positions in the physical

and virtual spaces. As a consequence, users can only explore virtual environments

with approximately the same size and shape as their physical space. Some previous

techniques allow co-located users to achieve virtual navigation, but restrict them to

traveling together in the virtual environment. For example, C1x6 [Kul+11] investi-

gated group navigation in a projection-based system and Multi-ray jumping [WKF19]

introduced collaborative teleportation techniques for co-located users wearing VR

headsets [WKF19]. However, group navigation limits users’ freedom during a con-

tinuous VR experience and is not suitable for many collaborative scenarios. To

address these limitations, our objective was to design a system that enhances users’

navigation freedom while preserving the capability of sharing the same physical

space. In particular, this solution should enable users to independently navigate

in a virtual environment, but also help them recover a consistent spatial mapping

between their physical and virtual positions when they need to interact together. By

doing so, this system would effectively support various phases of the collaboration,

including individual exploration and tightly coupled manipulation.

Very few systems have explored how to restore the spatial mapping among

co-located users after individual virtual navigation. The system proposed by Min et

al. [Min+20] allows co-located users to individually explore a virtual environment

larger than their physical workspace using redirected walking. When users need

to perform direct physical interaction, such as shaking hands, they use a recovery

algorithm that adjusts redirected walking parameters and recovers a consistent

spatial mapping. However, this solution requires a large physical space and is not

compatible with other navigation techniques, such as teleportation. In a single-user

context, we proposed several techniques to recover spatial consistency between the

user’s physical space and a specific area of the virtual environment, as detailed in

the previous subsection. The technique presented in Section 3.3.1.2 enables users to

define the future position of their physical workspace in the virtual environment

before a teleportation. We extended this technique to a collaborative context.

We proposed two techniques [Zha+22] that assist co-located users in recovering

spatial consistency after individual teleportation when necessary for the subsequent

collaborative interaction. Both techniques use a virtual representation of the users’

shared physical workspace, which enables them to adjust the mapping between

their physical and virtual spaces. We refer to this virtual representation as the

“virtual workspace”, as it corresponds to the area of the virtual environment that

will be physically accessible to both users after teleportation. In addition, the future

group configuration in the virtual workspace is represented by preview avatars,

showing where users will be positioned after teleportation with a transparent color.

In the Leader-and-Follower technique, only one user, referred to as the leader, defines

the future position of the virtual workspace before teleportation (Figure 3.14-left).
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Figure 3.14: Two techniques for recovering a consistent spatial mapping after individual
teleportation. The 3D volume framed in green represents the future position of
users’ virtual workspace mapped to their physical space. The preview avatars
show their future positions inside this virtual workspace. (Left) the Leader-and-
Follower technique allows one user to manipulate the position of the virtual
workspace, while the second one can only communicate verbally regarding
position requirements. (Right) the Co-manipulation technique integrates the
inputs from both users, allowing collaborative positioning.

This user manipulates the virtual workspace with a virtual ray attached to a VR

controller by using the Ego-with-avatar technique. We selected this technique based

on the findings of a previous experiment described in Section 3.3.1.2. The virtual

workspace position is defined by the intersection of the virtual ray with the virtual

ground, while its orientation is controlled by performing a circular gesture on

the controller touch pad. The rotation axis is determined by the future position

of the leader within the virtual workspace. The second user, referred to as the

follower, can only see the virtual workspace and verbally communicate with the

leader regarding its position. Once the position is deemed satisfactory, the leader

ends the manipulation and is automatically teleported to the newly positioned

virtual workspace. Subsequently, the follower can use a virtual ray to select the

virtual workspace and teleport themselves inside it, thereby recovering the spatial

consistency between the users. We have divided the teleportation process into

two steps, rather than simultaneously teleporting both users, to prevent unwanted

teleportation of the follower which can lead to frustration and disorientation.

In the Co-manipulation technique, the users manipulate the virtual workspace

together to define its future position before teleportation (Figure 3.14-right). Both

users use a virtual ray attached to their VR controller to indicate their targeted fu-

ture positions in the virtual environment. The technique equally incorporates inputs

from both users using a physically-based approach. The user-defined targeted posi-

tions and the users’ future positions in the virtual workspace (represented by their

preview avatars) are connected by a mass-spring-damper system (Figure 3.15). This

system computes the position and orientation of the virtual workspace, enabling

users to manipulate it concurrently. Bending rays [Rie+06] are used to provide con-

tinuous feedback on users’ mutual actions. The navigation technique switches from

individual teleportation to the co-manipulation of the virtual workspace as soon

as the two users’ targeted future positions are close to each other. Once the users

agree on the virtual workspace position, one of them can end the co-manipulation.

Both users are then teleported into the newly defined virtual workspace, recovering

the spatial consistency between them.
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Figure 3.15: Co-manipulation technique integrating users’ inputs using a physically based
system: both a spring and a damper connect the user-defined targeted positions
(P1&P2) with the users’ future positions in the virtual workspace (U1&U2).
Bending rays between the users’ VR controller (A1&A2) and their future
positions in the workspace (U1&U2) provide feedback on their mutual actions.

We conducted a controlled experiment to compare these two techniques in

a virtual riveting task that consisted of individual navigation and collaborative

assembly phases. 24 participants were grouped into pairs and equipped with

HTC Vive Pro Eye VR headsets, while being co-located in a 3m × 4m physical area.

Participants first performed individual tasks at separate locations within a virtual

factory: one participant prepared the hammer, while the other collected rivets. Next,

they regrouped in a designated area to rivet a helicopter shell together (Figure 3.16).

To accomplish this, they needed to recover a consistent spatial mapping between

themselves. This spatial consistency allowed for direct physical contact between the

participants’ VR controllers, providing passive haptic feedback as they hammered

the rivet. When recovering spatial consistency, the virtual workspace had to enclose

three riveting locations: two locations were only known by one participant, while

the third one was only known by the other. As a result, they had to negotiate the

positioning of the virtual workspace. We hypothesized that Co-manipulation would

reduce the time spent negotiating the future workspace position and induce better

workspace positioning compared with Leader-and-Follower.

Results show that Co-manipulation significantly reduced participants’ time spent

positioning the virtual workspace compared to Leader-and-Follower, decreasing the

overall task completion time. This can be explained by the fact that participants’

intents can be communicated through the manipulation with Co-manipulation, elimi-

nating the need for verbal descriptions of positioning requirements. Although no

significant difference was found between the two conditions regarding riveting time,

participants experienced more frequent collisions with their physical workspace

boundaries and had to reposition the virtual workspace more often to perform the

riveting task with Leader-and-Follower than with Co-manipulation. This suggests that

participants achieve better positioning of the virtual workspace with Co-manipulation.

However, Co-manipulation could introduce conflicts during the manipulation of the

virtual workspace. In particular, some participants found it difficult to understand

how they influenced the movement of their virtual workspace.

In summary, we have compared two interactive techniques that assist two co-

located users in defining the area of the virtual environment where they want to

restore a consistent spatial mapping between their physical and virtual positions.

The Leader-and-Follower technique allows only the leader to position the future virtual



3.4 conclusion 44

Figure 3.16: (Left) virtual view and (right) real view of the collaborative riveting task on a
helicopter shell: users’ VR controllers represent a hammer and riveting pliers
in the virtual environment. They come into direct contact, providing passive
haptic feedback as the rivet is hammered.

workspace, while the Co-manipulation technique enables collaborative positioning.

Although the Co-manipulation technique may be difficult to handle for some users

at first, it significantly reduces the time needed to negotiate for the position of

the area and enables better placement. Further investigation is necessary to assess

these two techniques in various other collaborative scenarios. In particular, the

Co-manipulation technique can be extended to more than two users, but this may

introduce more conflicts and difficulties during concurrent manipulation. In such

cases, it could be appropriate to test different spring-damper values, giving users

unbalanced control during manipulation and creating an alternative between the

co-manipulation and leader-follower approaches.

3.4 conclusion

Appropriate interaction techniques are mandatory to support collaboration in large

interactive spaces. In this chapter, I first introduced several interaction paradigms

designed to address the specific characteristics of these systems. I especially focused

on three key aspects: (i) the large visualization space, (ii) the 3D space available for

interaction and (iii) the large physical space surrounding users. All the proposed

paradigms support multiple users interacting from different locations within the

same interactive space. In a second step, I investigated the impact of these paradigms

on co-located collaboration and how they can be extended to provide users with

specific features enhancing collaboration. This illustrates examples of how we

transition from multi-user interaction to truly collaborative interaction.

For the first aspect, we designed touch-based interaction techniques for creating,

manipulating and organizing numerous design alternatives of a 3D object on a wall-

sized display. We then studied how pairs of users collaborate during a collaborative

design task using these techniques. This study demonstrates that distributing

numerous design alternatives on the wall-sized display enhances design exploration

and negotiation by increasing the common ground among collaborators.

For the second aspect, we proposed deforming industrial CAD objects in an

immersive VR system by physically pulling or pushing on their surface. When

multiple users perform such 3D interaction in a shared space, conflicts can arise
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and they can disturb each other when interacting with the same data. To address

this issue, we designed a collaborative AR system that enables users to interact in

3D with distinct versions of the virtual content. Such systems can provide users

with the abilities to explore their own design ideas in the 3D space, while also

facilitating the sharing of design alternatives with collaborators at a later stage.

For the third aspect, we investigated various techniques for navigating in a

virtual environment, taking advantage of the large physical space surrounding

users to maximize physical displacements and allow tangible interaction. We then

extended the proposed concepts to collaborative navigation with two co-located

users. We designed collaborative navigation techniques that enable users to restore

a consistent spatial mapping between their physical and virtual positions, after

it has been disrupted by individual navigation in the virtual environment. Our

findings highlight the benefits of providing appropriate collaborative tools for such

tasks rather than relying solely on verbal communication.

The work presented in this chapter mainly targets collaborative design scenarios,

including 3D sketching, computer-aided design and industrial assembly tasks. Al-

though the final interaction techniques are specific to each application context, we

created more generic concepts which can be extended to various other domains.

The ability to generate and distribute a large number of alternatives on a wall-sized

display can be applied to many other ideation or data exploration scenarios involv-

ing parameter variations. Providing users with both individual and shared virtual

content in a 3D space can be useful in many creative applications. Allowing users

to navigate individually in a virtual environment while maintaining the capacity to

restore spatial consistency between their relative positions can be valuable in any

collaborative virtual reality application that involves physical or tangible interaction

among users. Moreover, the design processes we employed can be applied in other

contexts for customizing the interaction techniques. For example, the prototyping

methods used to design interaction on the wall-sized display could be beneficial to

adjust the interaction in a wide variety of applications.

This research contributes to the development of novel interaction paradigms for

large interactive spaces. However, interacting with such systems is still new to users

and not easy to learn and understand. Many challenges remain in standardizing

the interaction techniques and making them easier to discover. Given the various

types of devices available, ranging from virtual reality headsets to large wall-

sized displays, it is crucial to design consistent interaction techniques that allow

users to interact seamlessly across the mixed reality continuum [Mil+95; SSW21].

Standardized techniques should avoid users having to relearn the whole set of

interaction mechanisms every time they switch devices.

This research also investigates the design of collaborative systems with dedicated

collaboration features and demonstrates their benefits for co-located collaboration.

However, further evaluations are needed to comprehensively assess these systems

given the wide variety and complexity of collaborative scenarios. In addition, future

work should consider users with different levels of expertise and explore solutions

for adapting interaction to this expertise. Lastly, collaborative systems are now

increasingly using hybrid configurations, including both co-located and remote

users. Consequently, the proposed collaborative interaction techniques must be

extended to support remote users.



4
C O L L A B O R AT I O N A N D AWA R E N E S S A C R O S S R E M O T E

S PA C E S

Large interactive spaces provide new opportunities for remote collaboration as

they can connect distant users and create a shared collaborative space. This allows

collaborators to interact while being remote and leverage the benefits of each other’s

interactive systems. Moreover, the large visualization and physical spaces available

in such systems offer a wide range of possibilities for enhancing awareness and

communication among these users.

Nevertheless, these collaborative environments raise many challenges, including

both technical aspects and issues related to interaction and awareness among

remote users. Firstly, technical solutions are needed to allow data sharing and

collaborative interaction at a distance. It is especially important to handle users

with heterogeneous devices and asymmetric setups. Secondly, these systems must

also facilitate understanding between users, as distance and technology can alter

awareness and communication among them. In particular, large interactive spaces

require suitable means of representing remote users, showing their actions and

interaction capabilities, as well as transmitting non-verbal communication cues.

These solutions should take advantage of these systems to go beyond reproducing

the standard face-to-face collaboration that happens when no technology is involved,

as proposed by Hollan & Stornetta in their article “Beyond Being There” [HS92].

In this chapter, I present my research on remote collaboration and telepresence

systems. The first section focuses on different technical aspects involved when

connecting heterogeneous interactive spaces, ranging from wall-sized displays to

immersive virtual reality systems. For each aspect, I describe how the technology can

be leveraged to support an effective collaboration. The second section explores how

video-mediated communication can enhance awareness among remote collaborators.

In this section, I detail the design of telepresence systems covering various forms

of collaboration, including one-to-one collaboration, one-to-many collaboration or

collaboration between users of immersive and non-immersive technologies.

4.1 connecting heterogeneous spaces

Remote collaboration across large interactive spaces cannot become widespread if it

requires all users to have the exact same physical devices, especially given the wide

range of devices currently available. My goal is to design collaborative systems that

can accommodate users with heterogeneous devices and asymmetrical setups. In

particular, I want to take advantage of the asymmetrical interaction capabilities to

foster new collaboration strategies, as presented in our position paper [Fle+15b].

This section mainly focuses on the technical aspects of connecting remote users

across heterogeneous platforms and enabling communication among them. The

first subsection explores data sharing and demonstrates how immersive and non-

immersive spaces can be interconnected to support collaboration on computer-aided

design (CAD) data in the context of industrial design. This work was published at

46
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the 3DCVE workshop at IEEE VR 2018 [Oku+18b] and in a book chapter [Oku+21].

The second subsection concentrates on 3D audio for transmitting and rendering

remote users’ voices. It proposes various spatial audio mappings to connect remote

spaces with different sizes and shapes. The related system was presented at the

Web Audio Conference 2018 [Fyf+18]. Finally, the last section proposes a method

for reconstructing live 3D models of users’ heads and transmitting them to remote

locations. Such models can be used to create and animate realistic avatars of remote

users in immersive telepresence or virtual reality systems. This method appeared at

Eurographics 2014 [Fle+14].

4.1.1 CAD data synchronization for collaborative modification

Connecting remote users across heterogeneous platforms can offer several advan-

tages in an industrial design process. It allows multidisciplinary experts to work

together despite being located in different branches of a company, but also provides

them with specific systems tailored to their needs. For example, style designers may

require a large, high-resolution screen to explore and compare multiple alternatives,

while ergonomists may prefer an immersive VR system to view the product in

context. However, sharing computer-aided design (CAD) data across heterogeneous

platforms and modifying it in real time are challenging. While modifying CAD

parameters from virtual environments is complex, managing collaborative modifi-

cations is even harder, as it requires additional synchronization mechanisms. Our

goal was to create a distributed system allowing remote users to modify together

native CAD data across heterogeneous platforms.

While distributed systems for collaborative virtual environments have been

studied since the 1990s in academic research [Fle+10c], only a few studies have

addressed collaborative product reviews [Lei+96; LD97] and collaborative VR-CAD

applications [Mah+10; AG00]. However, these systems do not support collaborative

modification of CAD-part parameters. The Multi-Agent System [Mah+10] allows

engineers and ergonomists to manipulate the position and orientation of CAD

objects across a VR platform and workstations, but it does not allow the shape of

the object to be modified through its parameters. DVDS [AG00] enables users to

create a 3D model with hand gestures in a virtual environment, but it relies on

a dedicated CAD system, and does not implement a distributed architecture to

share this model across remote platforms. In the previous chapter, I described the

design of two interaction techniques that enable non-CAD experts to modify native

CAD data in large interactive spaces without using conventional CAD software.

ShapeCompare (Section 3.1.2) facilitates the generation and visualization of numerous

design alternatives on a wall-sized display, while ShapeGuide (Section 3.2.1) allows

users to deform CAD objects through physical actions in an immersive VR system.

Building upon this work, we created a distributed architecture that synchro-

nizes CAD data across remote platforms and deals with collaborative modifica-

tion [Oku+18b; Oku+21]. This architecture is based on an external server, named

VR-CAD server, which provides centralized access to native CAD data by embed-

ding the CAA API of CATIA V51 (Figure 4.1). This server loads and modifies

CAD data according to users’ requests, using a labeling concept [CB04]. The labeling

maintains a direct link between the 3D geometries displayed in each platform and

1 https://www.3ds.com/products-services/catia/

https://www.3ds.com/products-services/catia/
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Figure 4.1: Distributed architecture for collaborative CAD data modification across remote
platforms: the VR-CAD server is responsible for loading, modifying and syn-
chronizing CAD data, while the WS server and WS clients manage connections
between each platform and with the VR-CAD server.

the corresponding CAD parameters. Consequently, when users wish to modify a

CAD object by interacting with its geometry, the VR-CAD server can retrieve the

parameters to be modified and generate the desired shape. Once the modification

request has been processed, the server sends back the tessellated meshes and a new

labeling file to each platform, thus updating the visualization.

We used a hybrid network architecture to handle connections between each

platform and with the VR-CAD server. A centralized architecture connects each

platform to the VR-CAD server and manages CAD data synchronization. Additional

peer-to-peer connections allow fast communication between platforms for all the

other data types, including audio and video streams. To implement this architecture,

a Workspace (WS) client deals with the network communication on each platform

and on the VR-CAD server. A WS server handles authentication and initialization

of the connections between all the WS clients, but direct peer-to-peer connections

are used between WS clients to transmit data with the WebRTC2 protocol. Since

the communication layer is independent from the platform technical specifications,

this architecture can connect heterogeneous platforms with various visualization

systems and interaction devices.

The VR-CAD server supports both independent and cooperative modifications

of the CAD data. Independent modifications enable several remote users to act on

different CAD parameters simultaneously. When users modify multiple parameter

values at the same time, the VR-CAD server processes the modification requests in

the order they are received, and updates the CAD object on all platforms, regardless

of the other ongoing modifications. Although this can be a little confusing for users,

2 https://webrtc.org/

https://webrtc.org/
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Figure 4.2: Collaborative modification of a car rear-view mirror between (left) a wall-sized
display and (right) an immersive VR system. The VR-CAD server synchronizes
the CAD data of the mirror between both platforms.

it can be effective if they coordinate well and modify complementary parameters.

For example, one can modify the radius of a cylinder, while another can change its

length. Cooperative modifications allow several remote users to modify the same

CAD parameter simultaneously. In this case, the VR-CAD server manages concurrent

modifications by using a dedicated concurrency control mechanism. In this first

prototype, we simply used an averaging technique to combine the parameter values

of each user, as proposed by Ruddle et al. [RSJ02]. However, future implementation

could explore more sophisticated techniques, such as those studied in previous

work [PBF08; ADL10a]. Such cooperative modification can be useful to help remote

experts with divergent design constraints negotiate the shape of the CAD object

through interaction.

As a proof of concept, we used this distributed architecture to implement collab-

orative modification of CAD data between a wall-sized display and an immersive

VR system (Figure 4.2). We chose these two remote platforms because they have

different visualization and interaction features. The wall-sized display has a high-

resolution touch screen controlled by a cluster of 10 computers (see description

of the Wilder system in Section 2.1.1). The VR system is composed of four large

stereoscopic screens controlled by a cluster of 5 computers and a haptic device

mounted on a carrier which enables users to interact everywhere in the system (see

description of the Eve system in Section 2.1.2). The two platforms are located in

remote buildings and connected to separate LAN networks. We set up the archi-

tecture by connecting a WS client to the master node of each platform and to the

VR-CAD server. When the master nodes receive CAD data from the VR-CAD server,

it still has to replicate this data on the slave nodes of the cluster.

We explored a collaborative design scenario where users could benefit from the

asymmetric interaction capabilities to collaboratively modify the native CAD data of

a car rear-view mirror. A team of style designers could use ShapeCompare to quickly

generate various alternatives of the rear-view mirror on the wall-sized display,

while an ergonomist could use the VR system to sit in the virtual car cockpit and

review these alternatives. This enabled the ergonomist to assess live visibility in

the rear-view mirror under realistic driving conditions. The ergonomist could also

fine-tune the design of an alternative in VR by using the haptic device and the

ShapeGuide technique. Additionally, we explored a second scenario in which two
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users perform concurrent modifications of the rear-view mirror within the virtual

car cockpit from both the wall-sized display and the VR system (Figure 4.2). Each

user was able to modify the mirror shape by pushing or pulling on its surface using

the ShapeGuide technique. The user in front of the wall-sized display used the finger

on the touch screen, while the user in the VR system used the haptic device. When

they modify the same CAD parameter, the VR-CAD server manages the concurrent

modifications as described previously.

In summary, this work mainly focused on the technical aspects of connecting

heterogeneous platforms and sharing native CAD among them. We proposed a

hybrid distributed architecture that supports collaborative modifications of native

CAD data from remote platforms. The CAD data is distributed and synchronized

through a dedicated server, while other data and media streams are directly shared

between platforms through peer-to-peer connections. We successfully implemented

a proof of concept between a wall-sized display and an immersive VR system.

Future work should further evaluate the benefits of such an asymmetric system in

real collaborative design situations. We should also focus on improving collaborative

interaction and providing appropriate feedback of the other users’ actions.

4.1.2 Spatial mapping for 3D audio communication

When connecting remote users located in large interactive spaces, transmitting voice

is a crucial aspect of communication. Using spatialized 3D audio for rendering

voices can provide users with additional cues regarding the positions and activities

of their remote collaborators. To achieve this, we can map the positions of voice

sources to the actual 3D positions of the remote collaborators within their interactive

system. However, mapping remote audio spaces with the local 3D space becomes

challenging when the interactive systems differ in size and shape. It introduces

additional complexities when systems are asymmetric or use different visual rep-

resentations of the remote collaborators, such as avatars in a virtual environment

as opposed to video feeds on 2D displays. Our goal was to create a technical

system capable of transmitting audio along with users’ 3D positions and rendering

spatialized sound, in order to enable us to explore various spatial audio mappings

across remote heterogeneous spaces.

Early work investigated spatial audio in telepresence systems [HRB97] and

studied binaural audio in such a context [CAK93]. Binaural audio involves recording

and rendering distinct sounds for each ear to replicate 3D audio as experienced

by users in a real environment. To perceive this binaural audio accurately, users

must use headphones. Similarly, Keyrouz and Diepold [KD07] employed binaural

audio to allow a teleoperator to perceive the sound of a remote environment

in 3D. However, these studies focused on the technical aspects of audio capture

and rendering. They also assumed a one-to-one mapping between the recording

environment and the rendering space, without exploring alternative mappings.

We created a telepresence system that records users’ voices and 3D positions,

transmits this data to remote platforms and renders spatialized sound using binau-

ral audio feedback [Fyf+18]. In each platform, all users are equipped with wireless

microphones and headphones, allowing them to move freely within the system

while communicating. Voices are captured through an audio interface and sent to
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Figure 4.3: Multiple mappings between remote audio spaces of heterogeneous systems.

a media server based on Kurento3. Users’ positions in the 3D space are captured

by a VICON infrared tracking system. All users wear reflective markers, on their

headphones for example. These markers identify each user individually. Audio

and 3D positions are transmitted, along with the video, to remote platforms using

the WebRTC4 protocol. The media server receives remote audio streams with their

associated 3D positions, and computes the binaural rendering using the Audiostack5

software. It uses both the remote users’ positions to compute the voice source

locations and the local users’ positions to compute the proper binaural audio feed-

back corresponding to their position and orientation. Finally, Audiostack provides

users with appropriate audio feedback through their headphones. As a result, users

perceive their remote collaborators’ voices as coming from specific 3D locations.

These locations remain consistent even if the users move or turn their head.

This spatialized audio feedback creates 3D audio spaces that are mapped with

the local 3D space of the interactive system, and vice versa in the remote locations.

This mapping can be modified or distorted by changing the audio space positions

in the local reference frame or by altering the sound quality, with attenuation effects

for example. We explored various mapping between audio spaces that are useful to

connect heterogeneous spaces with different sizes and shapes (Figure 4.3):

• Contained audio spaces: when two remote spaces have different sizes, one

obvious solution is that the smaller space is contained within the larger

one. The smaller one can be positioned anywhere inside the larger one,

allowing a specific placement of the remote collaborators inside the larger

space. Although this solution offers real-scale mapping of the two spaces, it

can be frustrating for the users in the smaller space to hear others from far

away and not be able to join or follow them.

• Scaled audio spaces: a second solution when two remote spaces have different

sizes is to scale the smaller space to the size of the larger one, and vice versa.

This configuration can be useful when the two spaces have the same virtual

content displayed on 2D screens of different sizes. The locations of user

voice sources are thus consistent with positions relative to the virtual content.

However, the speed at which voice sources move may not match the real

displacements of the users in the remote location.

• Adjacent audio spaces: if we do not want the audio spaces to overlap, they can

also be virtually placed adjacent to each other, creating a larger audio space.

This configuration works well for telepresence systems with large screens

showing the remote locations. It can thus give the feeling that the remote

collaborators are “on the other side” of the screens.

3 https://kurento.openvidu.io/

4 https://webrtc.org/

5 https://www.aspictechnologies.com/audiostack/

https://kurento.openvidu.io/
https://webrtc.org/
https://www.aspictechnologies.com/audiostack/
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• Split audio spaces: a mixed solution consists in overlapping only a subpart

of the audio spaces, thus creating different areas within the audio space that

may or may not be shared. This configuration is relevant to support different

moments in collaboration, and allows users to move around depending on

who they want to talk to. For example, users can stay in the shared area to

talk with the remote collaborators, then move to the non-shared area when

they want to have side discussions with their local collaborators.

• Distorted audio spaces: the previous configurations assume that the positions

of the voice sources in the local space match the position of the corresponding

remote collaborators in the remote space, modulo the possible translation,

rotation or scaling required by the configuration. However, the mapping can

be further distorted or changed entirely. For example, some systems can

display video from remote users in small windows on larger screens, or on

mobile devices such as tablets or telepresence robots. In this case, the position

of voice sources can be made consistent with the position of the related video

streams. Distorted audio spaces open up a wide range of possibilities.

To conclude, we have proposed a technical system that combines audio streaming,

motion tracking and spatialized binaural audio in the context of remote collabora-

tion across large interactive spaces. This system allows transmitting users’ voices

along with their respective 3D positions, and rendering voice sources spatialized

within the 3D space of remote locations through binaural feedback. To handle het-

erogeneous remote platforms, we proposed various mappings between the remote

audio spaces and the local 3D space of each platform. This is a preliminary work

on how to enhance remote collaboration by customizing these audio mappings.

This concept needs to be refined and evaluated in various technical and application

contexts. Although the proposed mappings theoretically extend to more than two

platforms, we have only tested them in this simple configuration. We must also

investigate their impact on collaboration and, especially, how they can support

different collaborative dynamics, such as interrupting others’ activities, engaging

in discussion, initiating side discussions, or transitioning from tightly-coupled to

loosely-coupled collaboration.

4.1.3 3D head reconstruction for immersive telepresence

Appropriate visual representations of remote users are essential for collaboration

across large interactive spaces. They can convey non-verbal cues that are essential

for communication, such as eye gaze direction, facial expressions and gestures.

However, not all visual representations are suitable for all types of interactive

systems when connecting heterogeneous platforms. In particular, video is not well

suited to immersive virtual reality systems and 3D displays due to its 2D nature.

Avatars can be used in such systems, although facial expressions and eye gaze are

usually poorly represented. In this work, we aimed to reconstruct a live 3D model

of the users’ head to improve avatars and better convey facial expressions and eye

gaze to remote collaborators. To easily adapt the proposed system to a wide range

of interactive spaces, we targeted a simple solution based on a single consumer

level hybrid sensor capturing both color and depth.
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Figure 4.4: Acquisition step of the 3D head reconstruction: data are captured and processed
to create a complete and fully textured 3D head model for each facial expression.

3D head reconstruction has been widely studied in the literature, as detailed by

Pighin and Lewis [PL06]. Some techniques achieve very accurate 3D models using a

large set of high-resolution cameras [Bee+10] or structured lights [Zha+04]. They can

also provide an animated version of such head models [Bee+11]. Nevertheless, these

techniques require an expensive and complex equipment. At the time we carried

out this research, they did also not operate in real time which was not suitable

for remote collaboration. Other techniques achieved real-time reconstruction by

fitting a deformable face model to the depth data of the users’ face captured by a

depth sensor [Wei+11; Li+13]. This deformable face model is usually created from a

large database of human face scans. As a consequence, it does not fit the specific

appearance of the users’ head because hair, eyes and interior of the mouth are

missing. A colored texture of the face can be generated [Wei+11], but it is static

and inconsistencies appear for small face features, including eyes, teeth, tongue

or wrinkles. Consequently, these techniques are unable to properly convey facial

expressions, which are crucial for non-verbal communication.

We proposed a 3D head reconstruction method that animates the model in real

time and makes it suitable for remote collaboration [Fle+14]. It uses only a single

consumer level hybrid sensor capturing color and depth, such as the Microsoft

Kinect used in our implementation. This sensor has to be located in front of the

users and does not require any calibration, which makes it easy to install in large

interactive spaces. However, this type of sensor provides noisy and incomplete

data due to poor sensing quality and occlusions. Our method fuses the noisy

and incomplete real-time output of the sensor with a set of high-resolution static

textured models captured offline in a preliminary step. The method is decomposed

into two steps: an acquisition step that captures and pre-processes data, and a

reconstruction step that reconstructs the head model in real time.

For the acquisition step (Figure 4.4), users must spin on a chair in front of the

sensor and display different facial expressions during each turn. These expressions

include visemes, as well as other variations such as a neutral expression, open

mouth, smile and raising or lowering eyebrows. For each facial expression, we use

the KinectFusion algorithm [Iza+11] to generate a 3D mesh of the head along with

a set of color images captured from different angles around the head. Each image

is accompanied by its camera pose estimation relative to the head position. We also

use the face tracker from the Microsoft Kinect SDK [Cai+10] to track the head and

to characterize the related facial expression in each data set. The tracker provides

us with a set of descriptors that are stored with each 3D mesh. After the data
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Figure 4.5: Live reconstruction pipeline of the users’ 3D head: color and depth data from
the sensor are combined with the pre-captured data to create a complete and
fully textured 3D model.

capture, we deform the neutral face mesh to fit the other meshes using a method

based on cross-parametrization [KS04]. This produces a set of deformed meshes,

all with the same topology, which can later be smoothly interpolated to match

the current facial expression during the reconstruction step. Finally, a cylindrical

texture is generated for each facial expression by combining the color images using

a cylindrical projection . We use alignment and smoothing processes to compensate

for inaccuracies in camera pose estimations and disparities in color balance and

lighting across images. The output of the acquisition step consists of a set of 3D

meshes that share the same topology, along with their corresponding cylindrical

texture and facial expression descriptors.

For the reconstruction step (Figure 4.5), users need to stand in front of the sensor

during the remote collaboration session, as in any videoconferencing systems using

a camera. We use again the face tracker from the Microsoft Kinect SDK to estimate

head pose and detect users’ current facial expression. The descriptors detected

by the tracker are then compared with the ones stored with the pre-captured

3D meshes by computing the Euclidean distance. 3D meshes that correspond to

the closest facial expressions are selected and interpolated to create a new 3D

mesh that matches the current facial expression of the user (Figure 4.6-b). In our

implementation, we chose to select the two closest meshes, but it is possible to

select more if needed. The cylindrical textures associated with the selected meshes

are also interpolated to create a new static cylindrical texture (Figure 4.6-c). This

static texture allows us to have a 360� texture of the head with a better resolution

than the images directly captured from the sensor. However, the dynamic facial

features, such as the eyes, mouth or wrinkles, are not consistent with the users’

current face. Therefore, we propose to use the static texture as a background, but to

combine it with a dynamic texture extracted from the sensor video stream, which

provides the salient features of the face. A gradient is used to extract these features

from the dynamic texture (Figure 4.6-d) and, conversely, smooth such features

in the static texture. The final texture is obtained by merging these two textures
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(a) (e)(d)(c)(b)

Figure 4.6: Live reconstruction steps: (a) raw data from the sensor and (b) mesh interpolated
from the 3D meshes with the closest facial expressions. This new mesh is then
textured with (c) the static cylindrical texture, (d) the dynamic texture showing
only the salient features, and (d) both textures combined.

(Figure 4.6-e). As a result, a complete and fully textured 3D model of the users’

head is reconstructed in real time, accurately preserving facial expressions.

We obtained promising preliminary results showing that our method is able to

handle a wide range of subjects and different lighting conditions. Although the 3D

mesh was not precise enough to capture small face features, we observed that the

dynamic texture can compensate for this limitation. This suggests that integrating

elements from live video can be valuable in the context of remote collaboration.

Further studies would be required to evaluate our method on a larger scale and

better understand which parameters are the most important for communication

between remote users. In particular, it would be interesting to assess how the

texture quality and 3D mesh accuracy impact the perception of facial expressions.

Moreover, our method is well suited to remote collaboration, as the amount of data

transmitted over the network is relatively low. Once the acquisition step and system

initialization are complete, only the color and depth video streams need to be sent,

and the 3D reconstruction can be performed remotely. Finally, our method is highly

dependent on the results from the face tracker and most failures occur when it

cannot accurately detect facial expressions. This mainly happens when users look

away from the camera. However, this could be improved by using a more accurate

tracker as our method does not rely solely on this tracker.

In summary, we proposed a method for reconstructing and animating 3D head

models of remote users. It relies on a single consumer-level hybrid camera which

captures both color and depth. The key features of this approach are an interpola-

tion of pre-captured 3D meshes corresponding to different facial expressions, and a

fusion of static and dynamic textures to respectively enhance resolution and incor-

porate dynamic features extracted from the live video. This work was conducted

ten years ago from the writing of this manuscript. Hardware and software solutions

have improved dramatically in recent years, especially with the use of machine

leaning techniques and the creation of large data sets of human faces. It is now

possible to achieve much higher quality results in real time, as proposed by Pixel

Codec Avatars [Ma+21] for example. However, the closer avatars become to human

aspect, the more they raise concerns related to the Uncanny Valley [MMK12]. We

must be careful when choosing user representations depending on the application

context and further explore the impact of these representations on collaboration.
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4.2 enhancing awareness with video-mediated communication

Video-mediated communication has long since demonstrated its considerable

strengths in remote collaboration systems, as detailed in Section 2.3.1. Video-

mediated communication can also be valuable for enhancing users’ awareness

across remote large interactive spaces, as presented in our position paper [Fle+15a].

However, most previous systems are designed for meetings where users sit around

a conference table, relying on video as a substitute for face-to-face conversation.

These systems do not support large spaces where users move around and work on

shared data. Previous work on Media Spaces [BHI93; Mac99] has created systems

that support peripheral awareness, chance encounters, locating colleagues and

other social activities. Nevertheless, Media Spaces have not explored setups where

distributed groups work on shared data in large interactive spaces.

This section explores the design of telepresence systems for large interactive

spaces, focusing mainly on non-immersive systems. The first subsection addresses

collaboration across wall-sized displays and investigates how to capture and where

to display video in such systems. A first perceptual study was published at CHI

2015 [AFB15], while the main part of this work was published at CHI 2017 [Ave+17].

The second subsection aims to integrate a remote user into a co-located group

collaboration, properly conveying gaze direction. These results appeared at INTER-

ACT 2019 [Le+19]. Finally, the last subsection details how a laptop or desktop user

can collaborate with a remote collaborator wearing an augmented reality headset,

taking advantage of multiple video viewpoints on this remote collaborator and

the augmented content. This work was published as CSCW 2022 [FFT22b] and the

related system was demonstrated at IHM 2022 [FFT22a].

4.2.1 Telepresence across wall-sized displays

Large wall-sized displays are powerful tools for supporting co-located group collab-

oration, but they can also accommodate remote users by connecting other wall-sized

displays. Video-mediated communication is crucial in such remote collaborative

scenario to enhance awareness and mutual understanding among users, as previ-

ously discussed. Some previous work investigated telepresence systems across two

wall-sized displays. Most of these systems aim to display the remote video feed

using all the available screen space, creating the illusion of having a glass between

the two remote spaces [Wil+10; Dou+12]. However, this does not support collab-

Figure 4.7: Two remote wall-sized displays showing the remote collaborator’s video, along
with the same content.
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oration on shared digital content. Luff et al. [Luf+15] introduced a telepresence

system that supports remote collaboration on shared digital objects. This system

preserves the physical relations between video and digital objects, allowing users

to understand where collaborators are looking or pointing at. Nevertheless, this

system relies on a circular configuration of the screens, requires the exact same

setups at both locations, and exclusively mimics co-located collaboration without

the flexibility to go beyond physical constraints.

Our goal was to design a telepresence system connecting two distant rooms

equipped with wall-sized displays showing shared content (Figure 4.7). We explored

how this system can combine the shared task space with the shared person space, as

defined by Buxton [Bux92]. The former refers to the ongoing task, involving actions

such as making changes, annotating and referencing objects. The latter refers to

the collective sense of co-presence, involving facial expressions, voice, gaze and

body language. Buxton [Bux09] defines the overlap between these two spaces as the

reference space, where “the remote party can use body language to reference the work".

We first investigated this reference space on a wall-sized display and assessed how

accurately users can interpret deictic gestures in a remote video feed. We then

explored how to capture and where to display the video feeds on the wall-sized

displays by creating a telepresence system based on camera arrays embedded in

the display. Finally, we evaluated this system on two collaborative tasks.

4.2.1.1 Study of deictic gestures

Referencing shared objects is crucial to support mutual understanding and effective

collaboration [Mac99]. Video-mediated communication can affect users’ ability to

correctly perceive deictic instructions due to technological limitations, including

camera and video placements, lens distortion and latency. We focused on a scenario

where two wall-sized displays share the same content and simultaneously display a

remote user’s video feed at the same relative position as the recording camera at

the remote location (Figure 4.8). Our objective was to investigate users’ ability to

determine accurately which shared object the remote user is referencing, without

the need for dedicated technology such as telepointers.

While some previous studies have assessed the accuracy of direct eye contact

in video-mediated communication [Che02], none of them focused on the accuracy

Figure 4.8: Users working on shared objects across two remote wall-sized displays: (left) a
user shows a shared object by pointing at it and (right) the remote user tries to
understand which object is being pointed through the video.
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Figure 4.9: Experimental setup from the participants’ point of view: (a) the remote user is
pointing at target “D” (only highlighted in this figure). To answer, participants
first (b) pressed the “STOP” button and then (c) selected the corresponding
targets on the tablet.

of remote pointing. Wong & Gutwin [WG10] assessed pointing accuracy, but in

a collaborative virtual environment. Users were represented by avatars, which is

very different from live video feeds. However, they noted that determining how

accurately viewers can interpret pointing direction is a fundamental question to

explore before designing support for pointing in remote collaboration systems.

We conducted a controlled experiment to study (i) how accurately participants

perceive a reference to a shared object performed by a remote user, either by looking

at it or pointing at it with the hand, and (ii) whether the participants’ position in

front of the wall-sized display influences this accuracy [AFB15]. 12 participants

looked at a large number of videos of the remote user referencing a specific target

on the wall-sized display (Figure 4.9-a). To avoid bias in the experiment, we used

pre-recorded videos of three actors playing the role of the remote user. For each

video, participants had to indicate on a tablet which target was referenced by the

remote user (Figure 4.9-b,c). We controlled three factors:

• 2 techniques used by the remote user to indicate the target: head combines

natural head rotation and gaze, while head+arm combines natural head

rotation, gaze and pointing with the arm and finger.

• 5 positions of the participants in front of the display: center located in front

of the video, farLeft, left, right and farRight respectively located at 2m

on the left, 1m on the left, 1m on the right, and 2m on the right.

• 19 targets on the wall-sized display, arranged in 8 directions and 3 distances

from the central target.

To analyze the results, we decomposed the errors into two measures since the

targets were arranged in a circular pattern around the video: distance error and

angle error. The unit of distance error is normalized, so that an error of one

corresponds to one target closer or further from the center, relative to the designated
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target. The unit of angle error is in degrees, so that an error of 45� corresponds to

one target next to the designated target. First of all, the errors are relatively small,

with an overall mean of 0.34 ± 0.52 for distance error and 3.90 ± 12.04 for angle

error. This suggests that participants were generally able to accurately identify the

referenced target. For the techniques, the distance error is not significantly different

when using head or head+arm, but the angle error is significantly larger when

using head+arm compared to head. Although the effect size is small (1.65�), this

result was unexpected. After analyzing the videos, we noticed that the direction

of the arm does not always indicate the correct target. In fact, people place the tip

of their finger on the line of sight between their eyes and the target, as described

in [HC02]. As the video is a 2D representation, it may be hard to perform this 3D

geometrical interpretation for viewers, and could lead to errors. For the positions,

we observed almost no significant effects of the relative position between the

participants and the video on accuracy. This effect on deictic gesture perception is

analogous to the Mona Lisa effect observed for gaze. The Mona Lisa effect describes

the fact that the video of a subject looking at the camera is perceived by remote

users as looking at them, regardless of their position. At the extreme positions

farLeft and farRight, we still measured a slightly higher angle error, but this can

be explained by the fact that the observers are looking at video with an angle of

49�, making the task harder.

In conclusion, we assessed how accurately users perceive deictic gestures through

video when sharing digital content across remote wall-sized displays. This study

shows that users can accurately identify the referenced object, that eye gaze alone

can be more accurate than finger pointing, and that the relative position between the

viewer and the video has minimal effect on accuracy. Based on these findings, we

have derived the following implications for designing future telepresence systems

suitable for remote collaboration across wall-sized displays:

1. Additional technical features are not always mandatory to indicate digital

objects, as users can accurately interpret gaze and arm pointing. Telepointers

and extendable arms [Hig+15] may not necessarily be required if the video is

positioned consistently with the content.

2. The arm and gestures are not always needed to indicate digital objects, as

users can rely solely on gaze. This allows users to perform deictic actions

while holding other interaction tools in their hands.

3. Users can move in front of the wall-sized display, or the video feed can be

moved along the display, as the relative position between users and video does

not affect accuracy. We can thus consider manipulating the video position on

the wall-sized display to meet the requirements of various collaborative tasks.

4.2.1.2 Design of a telepresence system

Based on the design recommendations from the previous study, we set out to create

a telepresence system supporting video-mediated communication across wall-sized

displays. The main challenge was to provide users with audio-video communication

as they move in front of the display and interact with shared content.

To determine the optimal camera and video positions, we conducted preliminary

observational studies using low-fidelity prototypes. We divided a wall-sized display



4.2 enhancing awareness with video-mediated communication 60

Figure 4.10: CamRay provides video-mediated communication between (left) Wild and
(right) Wilder wall-sized displays. (Center) close-ups on the cameras embed-
ded in the displays.

with a curtain to simulate two remote locations and simplify the technical setup.

The first prototype included two tablets running videoconferencing software, each

held by a helper to test multiple placements. Two participants had to create a

slideshow presentation from their respective location. We noticed that they looked

at the content much more than the video feed. In fact, they only looked at each

other when they disagreed or needed to discuss a specific issue. After the debriefing

with participants, we hypothesized that they might have looked at the video more

often if it did not require switching screens and decided to place the video on the

wall-sized display.

The second prototype used two cameras at each location: a front-facing camera

attached to the screen and a back camera located at the back of the room, facing

the screen. At each location, three video feeds were also displayed: on the left, a

window displayed the remote front-facing video with a small thumbnail showing

the local front-facing video, and on the right, another window displayed the remote

back-facing video. Two participants had to sort research papers to prepare the

related work section of a publication. Papers were laid out on the large screen at

each location, with their position and current page synchronized. We observed

that participants physically moved to a specific video window depending on the

task at hand. They used the front-facing video to discuss paper content or how to

cluster papers, while they used the back-facing video to understand which paper

the other was refereeing or where the other was pointing. However, they had to

interrupt their work to glance at video windows, which was perceived as annoying.

We concluded that we should be able to capture users’ faces even as they moved

along the screen and to display the video feeds in a flexible manner. We identified

two requirements for video placement, each corresponding to specific phases of

the collaboration: one should support face-to-face conversations, while the other

should support the use of deictic instructions.

To meet these requirements, we created CamRay [Ave+17], a telepresence system

connecting remote wall-sized displays. We implemented a prototype of this system

between the Wild and Wilder platforms, located in two different buildings (see

descriptions of the two systems in Section 2.1.1). CamRay uses an array of eight

cameras embedded in each display, capturing the users’ faces (Figure 4.10). The

cameras are equally spaced along the horizontal axis of both displays and located on

the nearest bezel above users’ eye level. We used Raspberry Pi camera modules, each

one connected through a ribbon cable to a Raspberry Pi6 located at the back of the

display (Figure 4.11). Each Raspberry Pi captures video with a resolution of 800å 600

pixels, encodes it in H.264 and streams it to a dedicated computer over UDP using

6 https://www.raspberrypi.org/

https://www.raspberrypi.org/
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GStreamer7. Users’ position is tracked by a VICON infrared tracking system and

also sent to the same computer. This computer executes a C++ application based on

OpenCV8 to select the video feed of the camera in front of the user using tracking

data. Finally, the application streams the selected video along with the tracking

data to the remote wall-sized display using the WebRTC9 protocol.

On the remote location, a server receives the WebRTC video stream along with

the tracking data, and transmits it to the visualization cluster that controls the

wall-sized display. Each node of the cluster runs a web application based on NW.js10.

This application is able to display the WebRTC video stream and to forward it to

other nodes. Only a specific node in the cluster receives the stream from the server,

and forwards it to 2 or 3 other nodes, which in turn forward it to two or three other

nodes, and so on (Figure 4.11). This tree pattern allows us to transmit the video

stream to all cluster nodes with low latency and avoid overloading the server with

multiple video streams. As a result, a video window showing a remote user can

be displayed, spanning several screens if required, and moved all over the display.

This window can appear on top of the content displayed on the wall-sized display.

In addition, the server receives both the positions of the local and remote users, and

can use this information to define the placement of the video window.

Based on the observational studies, we implemented two modes for positioning

the video window on the wall-sized displays using CamRay (Figure 4.12):

• With Follow-Local, the video window follows the horizontal position of the

local user, providing constant visual contact with the remote collaborator.

This mode creates a virtual face-to-face, where both remote users are always

visible to each other even when located at different positions in front of their

respective displays.

• With Follow-Remote, the video window follows the horizontal position of the

remote user, conveying his relative position to the shared content. This mode

allows users to accurately interpret deictic instructions made by the remote

7 https://gstreamer.freedesktop.org/

8 https://opencv.org/

9 https://webrtc.org/

10 https://nwjs.io/

https://gstreamer.freedesktop.org/
https://opencv.org/
https://webrtc.org/
https://nwjs.io/
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collaborator as the video window has a consistent position, according to the

shared content.

In both modes, the video window does not move continuously, but is snapped

under each camera of the array. The video is thus placed congruently with a camera,

allowing direct eye contact between users. In addition, the video is horizontally

mirrored to maintain a spatial consistency between the video and the shared content:

a user looking to the left is therefore displayed as looking to the left in the video at

the remote location. Consequently, the remote user is seen as standing behind the

display, as in Clearboard [IK92]. Moreover, we do not display any feedback of the

users’ own video, as nobody used it during our observations. Some participants

even reported that they trusted the system to capture them properly, since they

were not responsible for adjusting the camera position.

The two proposed modes support different aspects of non-verbal communi-

cation, including eye gaze, facial expressions and gestures. In particular, Fussel

et al. [Fus+04] distinguish two categories of gestures in video-mediated commu-

nication: “pointing gestures, which are used to refer to task objects and locations, and

representational gestures, which are used to represent the form of task objects and the nature

of actions to be used with those objects”. We hypothesized that each method is best

suited to support different types of non-verbal cues: Follow-Remote consistently

positions the video relative to the remote users’ position and content, facilitating the

accurate understanding of pointing gestures, while Follow-Local maintains constant

visual contact, making it easier to perceive eye contact, facial expressions and rep-

resentational gestures. To test this hypothesis, we ran two controlled experiments

comparing both modes on two collaborative tasks. The first experiment studied

CamRay during a data manipulating task that relies on pointing gestures. The

second experiment assessed CamRay in a knowledge-sharing task that benefits from

easy perception of eye contact, facial expressions and representational gestures.

4.2.1.3 Evaluation on a data manipulation task

In a first controlled experiment [Ave+17], we aimed to assess the ability of CamRay

to properly convey pointing gestures between two remote wall-sized displays. To

achieve this, we needed a data manipulation task that requires the production and

interpretation of such gestures. We drew inspiration from the disc classification

task designed by Liu et al. [Liu+14]. In a co-located collaborative situation [Liu+16],

they explored a condition in which one participant instructed another on where to

classify discs on a wall-sized display. They observed that this condition mainly relied

on deictic instructions. We thus implemented a remote version of this condition.

In this version, an Instructor had to determine how to classify discs and give

instructions to a remote Performer who performed the manipulation (Figure 4.10).

Both wall-sized displays were divided into 32 containers, each capable of holding

up to 6 discs. On the Instructor’s wall-sized display, discs were labeled with small

letters which indicated how to group discs in containers. All the discs in the

same container needed to have the same letter to be considered properly classified.

Properly classified discs were highlighted in green, while misclassified discs were

shown in red. The Instructor was not able to move discs. On the Performer’s wall-

sized display, red and green discs were displayed without labels. The Performer was

able to move discs with a pointing device.
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12 pairs of participants performed the classification task with three video con-

ditions: Follow-Local, Follow-Remote and a control condition, named Side-by-side.

This control condition used a fixed video window on a separate screen on the left

side, perpendicular to the wall-sized display. Each participant alternately assumed

the roles of Instructor and Performer for each video condition, completing the task

twice in each role. The experimental setup was composed of the Wild and Wilder

wall-sized displays (see system descriptions in Section 2.1.1). We hypothesized that

participants would perform the task faster and rely more deictic instructions with

Follow-Remote than with Follow-Local and Side-by-side.

The main results demonstrate that participants classified discs significantly faster

with Follow-Remote than with Follow-Local and Side-by-side. There are three reasons

for this increase in performance. First, Performers followed the Instructors’ position

and gaze more closely, and were faster to drop the disc at the correct spot. In

particular, the results revealed that the distances between the Performers’ cursor and

the Instructors’ position, as well as between the Performers’ cursor and the Instructors’

estimated gaze point, were smaller with Follow-Remote than with the other condi-

tions. Second, participants used more deictic instructions and fewer words with

Follow-Remote than with the other conditions, reducing the time spent by the Instruc-

tors giving verbal instructions. Third, participants made fewer misunderstanding

errors with Follow-Remote than with the other conditions, also reducing the time

spent correcting errors. In addition to these results, qualitative feedback showed

that a large majority of participants preferred Follow-Remote when playing the role

of Performers (22/24), while Side-by-side was ranked first twice. Surprisingly, only

half the participants preferred Follow-Remote when playing the role of Instructors,

while Follow-Local was ranked first ten times and Side-by-side was ranked first twice.

This preference might be due to the fact that Instructors liked seeing their remote

collaborator’s face as they gave instructions to check for understanding.

In summary, Follow-Remote proposes to display video consistently to the shared

content, according to the remote user’s position. The results demonstrate that

participants were better able to understand deictic instructions with Follow-Remote

than with the other conditions, reducing the overall cost of communication, as

explained by Clark and Brennan [CB91]. As a consequence, Follow-Remote provides

better performance on the data manipulation task. Nevertheless, some participants

preferred the constant visual contact created by Follow-Local when checking for

their collaborator’s understanding. These potential benefits of Follow-Local should

be further explored in tasks that involve more discussion and knowledge-sharing.

4.2.1.4 Evaluation on a knowledge-sharing task

While the first experiment focused on deictic instructions, this second experiment

aimed to explore how CamRay could convey representational gestures, along with

eye contact and facial expressions. We believed that the persistent face-to-face

provided by Follow-Local, even when users move in front of the display, could be

valuable for better perceiving these non-verbal communication cues. Our goal was

to design a task involving discussion and knowledge-sharing that would benefit

from these specific cues. We drew inspiration from a realistic scenario in which two

experts have to combine their knowledge to resolve a problem.

We created a task in which an Instructor sees an image located at a random

position on the wall-sized display and has to describe it to a remote Performer. At
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Figure 4.13: (Left) sign language images and (right) Khmer characters used in the
knowledge-sharing task to evaluate CamRay.

the remote location, the Performer has to search for this image among a set of 21

images spread all over the wall-sized display. In the task, the two wall-sized displays

do not show the exact same content. This task mimics the scenario in which an

expert retrieves and shares some knowledge with a collaborator, who has to find

this information in a large data set. By using only images, the task eliminates the

need for personal judgments or negotiation when choosing among possibilities.

It also does not require participants to memorize or process information, thus

mitigating potential biases in the experiment. To ensure that participants perform

representational gestures, we conducted pilot tests with various types of images. We

selected images of sign language and Khmer (Cambodian) characters (Figure 4.13).

The sign language images are straightforward to describe because participants can

replicate the hand poses. The Khmer characters are more difficult to describe and

require a combination of gestures and speech.

6 pairs of participants performed this task with the same video conditions as in

the first experiment: Follow-Local, Follow-Remote and Side-by-side. For each video

condition, participants swapped roles and completed the task twice in each role:

once with sign language images and once with Khmer characters. The experimental

setup was also composed of the Wild and Wilder platforms. We hypothesized that

participants would reach better performance and produce of more representational

gestures with Follow-Local than with Follow-Remote and Side-by-side.

The overall results did not reveal strong effects of the video conditions in terms

of performance, including task completion time and errors. We believe this is due to

the fact that participants often decided to walk towards the video in Follow-Remote

or Side-by-side, thus recreating the face-to-face condition. The results demonstrate

that participants traveled longer distance with Follow-Remote and Side-by-side than

with Follow-Local. They also synchronized more often their relative position with

Follow-Remote. As a consequence, it is difficult to measure difference in terms of

performance, as participants could potentially benefit from face-to-face conversation

in all video conditions. We still noticed that participants made fewer errors with

Follow-Local than with Follow-Remote for the sign language images. This difference

could be explained by the fact that Instructors moved away from the described

image in Follow-Remote, and sometimes forgot the exact hand gestures to perform,

as describing this type of image relies heavily on representational gestures. Con-

cerning the production of representational gestures, we did not observe significant

differences overall. However, we were surprised to notice that Instructors used

significantly more gestures with Follow-Local than with the other conditions when
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replying to clarification requests. We hypothesized that participants spontaneously

moved to create a face-to-face situation when they provided the initial explana-

tion. But, when a clarification was required, participants were not always facing

each other with Follow-Remote and Side-by-side. Finally, qualitative feedback shows

that participants preferred Follow-Local for this task over the other two conditions,

regardless of whether they were Instructor or Performer.

While the experiment does not reveal strong evidence that Follow-Local improves

performance in a knowledge-sharing task, it does provide some hints that this

condition encourages the production of representational gestures and makes their

interpretation more accurate. The results also show that the technological hindrance

is less pronounced with this condition. In particular, participants are not required to

synchronize their position and need to travel less. As a result, participants preferred

the Follow-Local condition for such a knowledge-sharing task and perceived a lower

task load compared to the Follow-Remote condition.

4.2.1.5 Summary

In this work, we demonstrated in a first experiment that video feed displayed on a

wall-sized display can properly convey deictic instructions, including pointing and

gazing. Based on this observation, we designed CamRay to support video-mediated

communicate across wall-sized displays. It embeds an array of cameras on each

display to capture users as they move in the interactive space. We also proposed

two methods for positioning the video feed on wall-sized displays according to

local and remote users’ positions: Follow-Local creates a virtual face-to-face, while

Follow-Remote positions the video consistently relative to the shared content.

Two controlled experiments show that each method has its own advantages, mak-

ing them suitable for different collaborative tasks. Follow-Remote supports deictic

instructions for a data manipulation task, while Follow-Local supports representa-

tional gestures for a knowledge-sharing task. Nevertheless, these results are not

clear-cut for Follow-Local and its potential benefits should be further studied, taking

into consideration other non-verbal cues, such as eye contact and facial expressions.

In particular, this method could be valuable for discussion and negotiation tasks.

However, operationalizing such tasks in a controlled experiment is challenging, and

the evaluation of collaboration should be extended beyond simple performance

metrics. Given the advantages of both methods, future work should also explore

how to seamlessly integrate them without hindering the collaboration process or

overloading users.

Although the first prototype was implemented for two remote users in separate

wall-sized displays, CamRay can accommodate more than one user per location, as

the tracking system can individually identify multiple users. It can also scale to

more than two locations, as the server can receive multiple WebRTC connections

simultaneously. However, further developments would probably be necessary to

support large groups at one location or numerous remote locations. In terms of

collaboration, we need to explore further the collaborative behaviors that arise in

such large groups, including coupling styles and territorial dynamics.
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4.2.2 Perception of a remote user’s gaze direction

While large interaction spaces can foster collaboration within a co-located group,

integrating a remote user into such collaboration remains a challenge for current

telepresence systems. In this work, we considered a simple scenario in which co-

located collaborators sit around a table containing various physical artifacts, such as

paper printouts or 3D mock-ups. To integrate a remote user in this scenario, most

current telepresence systems use a screen and a camera situated at one edge of the

table to support video-mediated communication. The wide perspective provided by

this side camera makes it difficult for the remote user to see the physical artifacts on

the table. In contrast, the co-located collaborators have a closer view of the remote

user, with a much narrower perspective. The difference in perspective, along with

the offset between the camera position and the video position at the remote location,

does not allow co-located collaborators to properly interpret the gaze direction of

the remote user. This hinders communication as co-located collaborators can easily

understand each other’s gaze direction, but struggle to do so for the remote user,

potentially excluding this user from the collaboration. Our goal was to create a

telepresence system that accurately convey the remote user’s gaze direction to the

group. The co-located collaborators should be able to understand if the remote user

is gazing at one of them or at specific physical artifacts on the table.

Gaze is crucial for the collaboration, as it helps predict conversational atten-

tion [Ver99; Ver+01], perceive references to physical objects [ATI18], support remote

instructions [HYS16; Yao+18] and enhance users’ confidence [Akk+16]. Failing to

properly convey gaze can lead to confused communication [VVV00], reduced effec-

tiveness [MG02] and extra efforts to accomplish collaborative tasks [Akk+16; HYS16].

Previous work has explored gaze perception in remote collaboration, but has mainly

focused on conveying either gaze awareness between distant users [SBA92; NC05;

Gig+14] or gaze on shared digital content [IK92; KK06], leaving the problem of gaze

awareness towards physical artifacts under studied. In addition, such systems often

require specialized and complex hardware setups on the remote user’s side [PS14;

Ots16; Got+18], which might be unrealistic for traveling users.

We created GazeLens [Le+19], a video conferencing system designed to improve

co-located collaborators’ ability to interpret the remote user’s gaze (Figure 4.14). At

the group location, a 360� camera is located at the center of the table, and captures

a panoramic video of the collaborators seated around it. A ceiling-mounted camera

Figure 4.14: GazeLens system: (a) a 360� camera and a ceiling-mounted camera respectively
capture the co-located collaborators and the physical artifacts; (b) the video
from the two cameras are displayed on the remote user’s screen, with a virtual
lens guiding attention towards a specific screen area; (c) the remote user’s gaze
is properly aligned towards the observed artifact at the group location.
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Figure 4.15: GazeLens interface: (a) a magnifying lens shows a close-up view of a physical
artifact, and (b) a lens indicates a collaborator’s position around the table.

captures the physical artifacts on the table, minimizing occlusions. At the remote

location, the user has a standard computer equipped with a webcam on top of

the screen. GazeLens combines the video feeds of the two cameras in a unified

interface (Figure 4.15). We designed this interface to strategically direct the remote

user’s attention toward specific screen areas, allowing co-located users to more

accurately interpret the remote user’s gaze direction. The 360� video is displayed

at the top of the screen, just under the webcam, reproducing eye contact for co-

located users when the remote user looks at them in the video feed, as suggested

by Chen [Che02]. The top-view video is displayed in the middle of the screen with

the correct orientation and aspect ratio relative to the actual table. We used a focus-

based approach that mimics foveal and peripheral vision to maximize variation of

the remote user’s gaze. The top-view video of the table appears slightly blurred,

and the remote user can use a magnifying lens to obtain a sharper and closer view

of the physical artifacts. This lens is positioned at a specific location on the screen,

guiding the remote user’s gaze in the right direction with respect to the webcam

position (Figure 4.15-a). As physical artifacts can have various orientations on the

table, we provide a rotation tool on the lens to rotate its content if needed. Finally,

to keep the remote user aware of the co-located collaborators’ position around the

table, a second view of the 360� video is wrapped around the table top-view video

in the interface. This additional view is slightly blurred, and a square lens connects

it to the 360� video displayed at the top of the screen, helping the user in correlating

these two views (Figure 4.15-b).

We conducted a first controlled experiment to evaluate the effectiveness of Gaze-

Lens in conveying the remote user’s gaze in comparison to a conventional videocon-

ferencing system (Figure 4.16). This baseline used a wide-angle camera to capture

the entire room at the group location and displayed the corresponding video in

full-screen mode on the remote computer, instead of the GazeLens interface. To

minimize experiment bias, three actors assumed the role of the remote user. We

recorded multiple videos of these actors looking at 14 targets under the two video

conditions. 9 targets were arranged in a 3 å 3 grid on the table, while 5 targets were

located at the co-located collaborators’ position around the table (Figure 4.16-a).

12 participants took the role of a group member and looked at the pre-recorded

videos while sitting at two different locations around the table: in front and on the

side of the screen where the remote user’s video is displayed (positions C and A in

the figure). After viewing each video, they were asked to indicate which target the

actor was looking at. We hypothesized that GazeLens would improve accuracy of

gaze interpretation for both sitting positions compared with the baseline.
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Figure 4.16: Experimental setup of the first study. (a) Multiple targets were laid out at the
group location. These targets were viewed at the remote location through the
(b) GazeLens interface or (c) a conventional videoconferencing system using a
wide-angle camera.

Results show that GazeLens significantly increases the overall gaze interpretation

accuracy of the participants compared to the conventional videoconferencing system.

The position of the participants with respect to the screen does not influence these

findings. In addition, participants can easily distinguish whether the remote user is

looking at a co-located collaborator or at a physical artifact on the table, with over

85% accuracy. However, the results are less good when it comes to distinguishing

artifacts on the table, although they were still better than with the conventional

videoconferencing system. As a consequence, we decided to conduct a second

experiment focusing on the physical artifacts.

A second controlled experiment used the same experimental setup. The only

distinction was that the targets were arranged on the table exclusively, and with two

densities: 9 targets in a 3 å 3 grid or 25 targets in a 5 å 5 grid. 12 participants took

part in this experiment. We hypothesized that GazeLens would improve accuracy of

gaze interpretation for both target densities compared with the baseline.

Results show that GazeLens significantly improves gaze interpretation accuracy

for table artifacts for sparse, but also dense arrangements, compared with the

conventional videoconferencing system. When using GazeLens, the accuracy reaches

approximately 54% with the sparse layout versus 26% with the baseline. With the

dense layout, it drops to around 26% for GazeLens and 12% for the baseline. We also

analyzed lateral and depth errors. Although GazeLens outperforms the conventional

system for both types of errors, it results in more depth errors compared to lateral

errors. This could be explained by the fact that vertical screen space is limited in

our interface, but also by the fact that vertical gaze direction is harder to interpret

compared to the horizontal one, as studied by Chen [Che02].

As the two previous experiments focused on the co-located collaborators’ percep-

tion, we also conducted a preliminary study to gather feedback from the remote
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user’s perspective. Five pairs of participants performed a puzzle-solving task under

the two video conditions previously described. In this task, the remote user in-

structed a group member on how to arrange physical puzzle pieces on the table to

match a predefined pattern. Participant swapped roles, taking turns as the remote

user and the group member. We gathered qualitative feedback through interviews

at the end of the experiment. Only one of the ten participants reported difficulties

when using the GazeLens interface. He would have preferred another solution to

activate the lens than a mouse click. Apart from that, all participants mentioned

that it was easier to see the puzzle pieces with the GazeLens interface and preferred

this condition over the conventional videoconferencing system.

Overall, GazeLens provides a telepresence interface that guides a remote user’s

gaze, enhancing gaze interpretation in video-mediated communication with mul-

tiple collaborators located in the same meeting room. Controlled experiments

demonstrate that GazeLens improves the ability of these co-located collaborators

to distinguish whether the remote user is looking at them or at physical artifacts

on the meeting room table. GazeLens also enhances their accuracy in determining

which specific physical artifacts on the table are referenced by the remote user,

although there is still room for improvement. In particular, we designed GazeLens to

be simple enough to be deployed in any meeting room with any camera, but we did

not consider camera position, camera focal length, screen size or distance between

the screen and the table when defining the lens position. Although achieving geo-

metrically corrected gaze in video-mediated communication is almost impossible,

our system could be improved by integrating these parameters. However, this could

require some configuration and calibration steps, which can be time-consuming. It

would be interesting to explore various trade-offs and find out which parameters

have the biggest impact on the accuracy of gaze direction interpretation. Finally,

future work should also explore how GazeLens can be extended to support multiple

remote users. Each remote user can be represented by a dedicated screen around

the table, but it could be valuable to investigate solutions using a single large screen,

as most meeting rooms are usually equipped with only one screen dedicated to

video-meditated communication.

4.2.3 Exploration of a remote augmented reality workspace

Augmented reality (AR) makes it possible to create large interactive spaces by

integrating virtual content in any physical space. Nevertheless, sharing this virtual

content with a remote collaborator is a challenge, especially when this user does

not have access to AR or VR equipment. Yet, such asymmetrical collaboration

configurations are common today in many circumstances, as more and more

collaborators travel or work from home. While video-mediated communication

plays a crucial role in enhancing remote collaboration in such contexts, it cannot

provide a comprehensive understanding of the AR workspace including both

physical and virtual content. Our objective was to establish an effective collaboration

between augmented reality and remote desktop users, leveraging the benefits of

AR for the remote user.

Several AR technologies propose to video-stream the AR user’s perspective.

However, these solutions do not provide a view of the user, thus failing to convey

non-verbal cues such as gestures, body postures, or facial expressions. Moreover,
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Figure 4.17: Remote-view configurations for the first study: (left) Headset View, (middle)
External View and (right) Virtual View. Remote participants give instructions
to the AR user on how to arrange 3D shapes on a virtual support.

the remote user’s viewpoint is limited to the AR user’s perspective, which hinders

the remote user’s ability to adequately perceive and explore the AR workspace.

Nevertheless, ensuring view independence enhances collaboration performance, as

reported by Tait and Billinghurst [TB15]. Some systems create a 3D reconstruction

of the AR workspace, allowing the remote user to navigate independently in the

3D scene. However, this 3D reconstruction requites heavyweight and complex

hardware setups [AAT13; Bai+20], consumes large communication bandwidth, is

affected by network outages [Ahs+21] or imposes significant constraints on the

view possibilities of the remote user [Gau+14; Moh+20]. In addition, the AR user

is often reconstructed in 3D along with the environment, resulting in a poor user

representation that reduces expressiveness and creates an “uncanny valley of XR

[extended reality] telepresence” [Jon+21].

In this work, we targeted an asymmetric collaboration scenario between a local

AR user wearing an optical see-through headset (Microsoft Hololens 2) and a remote

user who participates from a distance through a desktop application. We restricted

our design space to lightweight setups using only a single external depth camera

on the AR user’s side, in addition to the camera of the headset. This external

camera could be easily replaced by a webcam and a smartphone as many devices

are now equipped with depth sensors. The remote user simply uses a standard

laptop or desktop computer with a webcam. We aimed to enhance video-mediated

communication between these two users with new visual and interaction modalities.

As a first step, we conducted a user study [FFT22b] to investigate the trade-offs

associated with different AR workspace representations and scene viewpoints. 24

participants took the role of the remote user and instructed an experimenter, who

acted as a confederate, to accomplish a puzzle-solving task in AR. Participants were

presented with a randomly generated pattern composed of 8 puzzle pieces among

the 18 available in the AR workspace. The experimenter’s task was to replicate this

pattern on a virtual plane placed on his table. Participants provided instructions

under three conditions (Figure 4.17):

• Headset View: participants viewed an augmented video from a first-person

viewpoint provided by the AR headset camera.

• External View: participants viewed an augmented video from a third-person

viewpoint provided by the external camera.

• Virtual View: participants viewed a fully virtual representation of the 3D

scene. They could freely navigate in the scene and choose their own view-

point. No information regarding the physical environment was visible, but a

simplified avatar represented the AR user.
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AR user view Alternative views of the remote user interface

a dcb

Figure 4.18: A remote user guides an AR user achieving a physical furniture arrangement
task in a virtual 3D house model with ARgus. (a) The AR user view displayed
in the headset and the three AR workspace representations combined in the
desktop interface of the remote user: (b) a fully virtual view, (c) an augmented
first-person view, and (d) an augmented third-person view.

After completing the task, participants rated the perceived difficulty for different

components of the task and their overall preferences. The results indicate that each

view configuration has its own qualities that are difficult to substitute using the other

views. The External View provides a global perception of the AR workspace and

helps participants search for puzzle pieces. The Virtual View supports independent

navigation, helping participants give instructions from a convenient and stable

viewpoint. Finally, the Headset View is effective for perceiving the AR user’s

actions and communicating egocentric instructions.

Building on these findings, we focused on combining these multiple representa-

tions and providing remote users with direct control over their use. We designed

ARgus [FFT22b; FFT22a], a multi-view video-mediated communication system

that combines the three representations through interactive tools for navigation,

previewing, pointing, and annotation (Figure 4.18). ARgus receives the augmented

video from both the AR headset and the external depth camera. It also maintains a

synchronized version of the virtual scene, and can generate virtual views from any

location. This enables the remote user to seamlessly switch between the Headset

View, the External View and any viewpoint of the Virtual View. Additionally,

ARgus offers the ability to display live previews of each view in a thumbnail at

the top of the current view, allowing users to quickly glance at a view or decide

whether it is worth switching to another view.

The ARgus interface provides three buttons for transitioning between views.

Hovering the mouse over a button displays the preview thumbnail of the corre-

sponding view. Clicking on the button activates the view. We used a trajectory and

field-of-view interpolation of the camera in the virtual scene when switching views

to avoid abrupt transition and disorientation. 3D navigation in the virtual scene is

possible by using the mouse. The virtual scene also offers an alternative to preview

and switch between views by hovering over and clicking on dedicated 3D widgets:

the AR user head for the Headset View and the 3D model of the external camera

for the External View. When viewing one of the two augmented video views, the

remote user can still use the mouse to navigate in 3D, but this immediately switches

the representation to the Virtual View. We also provided a pointing stick and

annotation features to enhance communication. The pointing stick can be activated

in any view, but it temporarily freezes the Headset View to allow for accurate

pointing. Annotations are represented by colored spheres visible in any view.

We conducted a second user study that observed how 12 participants used

ARgus to provide remote instructions for an AR furniture arrangement task. We
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Figure 4.19: Timelines showing the use of the three views, the previews and the pointing
stick for each participant when performing the experimental task with ARgus.
Circled participants were exposed to ARgus first.

compared ARgus to a controlled condition using only the Headset View without

any interaction functionalities. We designed a furniture arrangement task, which

involves both physical and virtual objects in the 3D scene. Participants had to

give instructions to an experimenter, who acted as a confederate, for positioning

physical miniature furniture in a virtual 3D model of a house. Participants were

given a set of constraints to fulfill for the furniture arrangement. These constraints

rely on random parameters to create various arrangement tasks unknown to the

experimenter. Participants performed a distinct task for each video condition, and

then answered a questionnaire to provide feedback about the two conditions.

To analyze the strategies used by participants to complete the task with ARgus,

we created timelines showing the time spent in each view, as well as the use

of previews and communication tools (Figure 4.19). Since we did not encourage

participants to be fast, the time range does not always reflect active collaboration,

as some participants spent initial time thinking about the task or exploring the 3D

house model. Overall, participants frequently transitioned between views or used

previews, which demonstrates that ARgus is especially useful to perform the task.

This is confirmed by the fact that ARgus reduced participants’ reliance on verbal

instructions and was generally preferred compared to the condition using only the

Headset View. Nevertheless, we observed that participants employed different

strategies when using ARgus. While 3 participants (P1, P3, P9) found the External

View very useful, others judged that the Virtual View and Headset View were

enough to complete the task. A few participants, such as P11, relied extensively on

the preview feature, whereas others used it temporarily, mainly before switching

views. We hypothesized that mastering all combinations of views and previews, as

well as developing strategies to use them effectively in various collaboration steps,

may require a long learning process that was not assessed in this study.

In summary, we explored how different views can enable a remote desktop

user to collaborate with an AR user by perceiving both the physical and virtual

content surrounding this AR user. We first compared three representations of the

AR workspace and showed that each of them presents different benefits, targeting

different collaboration aspects. Based on these findings, we developed ARgus,

a multi-view collaboration system that provides tools for effectively switching

between views and navigating in the AR workspace. A second user study suggests
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that the flexibility of ARgus allows remote users to verify spatial constraints more

efficiently and reduces their reliance on verbal instructions. Future work needs to

examine the multi-view collaboration strategies from the perspective of the AR

user, and how to provide awareness about the visual perception and interaction

capabilities of the remote user. Moreover, ARgus could be extended to multiple

remote users, but this will pose significant challenges in terms of awareness since

users will now have distinct representations of the 3D scene and various viewpoints.

4.3 conclusion

Remote collaboration across large interactive spaces is becoming crucial in many

situations, allowing remote experts to combine their expertise and offering the

flexibility to work from home or reduce travel. As a consequence, new collaborative

systems need to handle a wide range of collaboration scenarios and support users

with asymmetric device configurations. In this chapter, I first studied the technical

aspects of connecting remote users across heterogeneous interactive platforms.

I then explored various telepresence systems for enhancing awareness among such

remote users with video-mediated communication.

In the first section, I presented several systems for synchronizing CAD data

across remote locations, transmitting spatialized 3D audio and reconstructing live

3D head models of remote users. However, these systems are still preliminary

proofs of concept at this stage, and would benefit from further development and

evaluation on real-life collaboration scenarios. For example, our architecture for

synchronizing CAD data could be tested in a large-scale collaboration setting

involving multiple design team members interacting with a wide range of immersive

and non-immersive devices. The spatialized audio system could be integrated and

tested with the telepresence systems proposed in the second section of this chapter.

In the second section, I investigated the potential of video-mediated communica-

tion to enhance remote collaboration in different configurations. I first focused on a

one-to-one collaboration between two remote collaborators using similar interactive

platforms. Next, I explored what happens when a user is away from the work

team, involving a one-to-many collaboration. Finally, I addressed the situation in

which users do not have access to the same equipment, leading to a one-to-one

collaboration between users with immersive and non-immersive devices. For each

collaboration configuration, our work is grounded in experimental findings that

provide fundamental insights on how users can collaborate through video. In par-

ticular, we assessed users’ ability to interpret deictic gestures through video and

the impact of different representations of augmented reality content on collabora-

tion. Based on these findings, we designed several telepresence systems following

the requirements of each collaboration scenarios. I want to emphasize that these

systems also represent technical achievements in themselves, involving complex

features such as streaming multiple video feeds, augmenting video with virtual

content, or transmitting video along with users’ positions and actions. As the final

step, we evaluated these systems on various collaborative tasks. In multiple cases,

we observed that effectively conveying appropriate non-verbal cues or providing

useful communication tools can enhance collaboration and reduce the reliance on

verbal communication. Nevertheless, conducting an exhaustive evaluation of such

collaborative systems is challenging due to the multitude of situations, distinct user
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roles, and diverse phases in the collaboration process. Therefore, further evaluation

of our systems in different tasks and contexts would be welcome.

While most of the work presented in this chapter can be extended to multiple

users and multiple remote locations, they have only been tested with two users

in one-to-one collaboration. This is mainly due to the complexity of conducting

controlled experiments with more than two users, as a larger number of users

considerably increases the potential biases of the experiments. However, we need

to find new ways to assess collaboration in such multi-user scenarios. Relying on

observational studies, as we did to evaluate ARgus, may be a solution. It could also

be useful to compute real-time indicators of collaboration quality by automatically

analyzing users’ speech, gaze direction and relative movements, instead of doing

it manually after the experiments, as we did in most of our work. In future work,

I want to assess how the proposed systems can handle multiple users in each

large interactive space. A first step will be to assess CamRay with two users in

front of each wall-sized display. I also plan to extend these systems to multiple

remote locations. For example, GazeLens and ARgus could be easily extended to

integrate multiple remote users. A long-term objective will be to target true hybrid

collaboration situations involving both co-located and remote users interacting with

heterogeneous devices.

In its current state, this research treats collaboration as a single, simple activity

between users. However, collaboration is much more complex, involving different

collaboration styles that evolve over time. These styles can include tightly coupled

and loose collaboration, subgroup collaboration, as well as spontaneous or side

discussions. In future work, I want to assess how the proposed systems can support

these different collaboration styles. I also want to extend these systems to better al-

low transitions among the different phases of a collaboration. For example, CamRay

can probably handle different collaboration phases with its two video modes, but a

solution to transition between the two modes would be required to support various

collaboration dynamics.
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F U T U R E P E R S P E C T I V E S A N D C L O S I N G R E M A R K S

The previous chapters have presented my past work, which focused on investigating

individual and collaborative interaction in shared interactive spaces (Chapter 3) and

connecting remote users across large interactive spaces through appropriate com-

munication and awareness cues (Chapter 4). This final chapter describes my future

research directions and concludes this manuscript with more general remarks.

5.1 interaction all along the mixed reality continuum

Chapter 3 presented interaction and collaboration techniques targeting different

levels of the mixed reality continuum, defined by Milgram et al. [Mil+95] and

recently revisited by Skarbez et al. [SSW21]. These techniques include touch inter-

action on a 2D wall-sized display, 3D gestures in an augmented reality space and

haptic interaction in an immersive virtual reality system. However, these interaction

techniques remain designed for a specific device and cannot be applied at other

levels of the mixed reality continuum. In this section, the term “level” designates a

specific position of the continuum, without any notion of discrete tiers or hierarchy.

In general, with the wide diversification of computing devices, solutions exist

for visualizing content and interacting at each level of the mixed reality continuum.

Additionally, new devices start to offer the ability to transition along this continuum.

For example, video see-through headsets now enable users to switch from real

vision to various AR views and fully immersive VR views. Despite this, applications

and interaction techniques stay siloed at specific levels of the continuum.

As each level has its own benefits and they all complement each other, I argue that

new interactive systems should provide users with the ability to interact at multiple

levels of the continuum and transition among them. In particular, I believe that

such transitions are mandatory to integrate mixed reality into the everyday work

pipeline. To be usable, such interactive systems must provide users with consistent

interaction techniques to avoid confusing them by changing techniques every time

they change level. My future work will concentrate on two main challenges for this

research axis: (i) designing large interactive spaces that support transitions along

the mixed reality continuum, and (ii) providing consistent interaction techniques

that enable users to seamlessly interact across multiple levels.

Supporting transitions along the mixed reality continuum. To achieve these

transitions, I envision that users could use either multiple devices or a single

device allowing such transitions. I illustrate this concept by presenting a realistic

scenario that highlights the benefits of each level of the continuum. This scenario

was inspired by observations of real designers in the automotive industry who

use a desktop computer along with a VR headset: they use CAD software on the

desktop computer to design products and review them in 3D using the VR headset.

This scenario involves engineers who need to analyze a large number of 3D

numerical simulation results (Figure 5.1). For tasks such as parameterizing the sim-
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Figure 5.1: Scenario involving interaction along the mixed reality continuum: (1) interaction
with the 2D desktop interface, (2) augmentation of the computer screen with
3D models, (3) immersion in a 3D model with virtual reality and (4) interaction
with a hybrid interface combining augmented reality and desktop interface.

ulation software or sorting the results, a standard computer allows them to perform

these actions efficiently by using the mouse and keyboard (Step 1 in the figure). To

compare several simulation results, they use a mixed reality headset that displays

these results in 3D around their computer screen (Step 2). In this configuration, they

can interact with the data using the mouse both on the screen and in the 3D space,

as proposed by Plasson et al. [PBN22]. Later, to better understand an unexpected

detail in one of the results, they choose to immerse themselves in a 3D virtual

environment, enabling them to view the simulation in context (Step 3). They can

thus physically move around and interact in 3D with the displayed data. Finally,

once they identify the problem, they return to a hybrid view that combines the

computer screen with a 3D view of this specific simulation result. This configuration

makes it easy to annotate the data with the keyboard (Step 4).

This scenario illustrates a global vision involving both multi-device interactions

and transitions between different levels of the mixed reality continuum. Roo and

Hachet [RH17] proposed One Reality, a conceptual framework enabling a compa-

rable scenario. One Reality allows users to interact with a physical object and its

virtual counterpart at 6 levels of the continuum, ranging from the physical object

alone to an immersive view of the virtual counterpart in VR. Although all levels

are synchronized, users still need to switch devices to transition between certain

levels. Such systems require a distributed software architecture to share data across

multiple devices. This architecture could be inspired by the work achieved during

my PhD to distribute data across VR devices in a collaborative context [Fle+10b].

As a first step, I plan to explore simpler configurations that combine desktop

interfaces, mobile devices or wall-sized displays with mixed reality technologies.

For example, in the context of co-located collaboration, James et al. [JBC23] propose

to extend a wall-sized display with shared and personal surfaces displayed using

AR headsets. I have also initiated a project on 3D editing, in which we want to

augment a standard computer screen by incorporating 3D views positioned around

the screen with augmented reality. The goal of this future work will be to gain

insights on how users can interact at various levels of the continuum and assess the

need for transitions among these levels.
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Providing consistent interaction across the mixed reality continuum. To seamlessly

interact across different levels of the mixed reality continuum, users need consistent

techniques that prevent them from having to switch to a whole new set of interaction

techniques every time they change level. A first solution is to enable users to

interact at multiple levels using the same input device and interaction technique.

For example, Plasson et al. [PBN22] propose to use a mouse for interacting on a

2D screen, as well as with 3D views displayed next to the screen through an AR

headset. James et al. [JBC23] extend the pointing and grabbing techniques from an

AR headset to also grab 2D content on a wall-sized display. I plan to further explore

multi-level interaction techniques for manipulating both 2D and 3D content with

various devices and different interactive setups.

However, we cannot expect users to interact with the same technique across

all levels of the continuum, given the wide range of devices available. We must

therefore enable them to change techniques without being lost or having to relearn

all the interaction mechanisms for each new application. I think that efforts should

be made to propose standardized interaction techniques, especially when it comes

to 3D interaction, which is fairly new to users and remains very specific from one

application to another. Interaction discoverability should also be improved in mixed

reality systems, as it is the case for 2D interfaces. Finally, we have to keep in mind

that the new techniques must allow multiple users to interact in the same interactive

space and potentially support collaborative activities.

5.2 hybrid collaboration across large interactive spaces

Chapter 3 explored various co-located collaboration scenarios, while Chapter 4

focused on remote collaboration. However, none of this work investigates real hybrid

collaborative situations, including both co-located and remote users. While GazeLens

(Section 4.2.2) aimed to integrate a remote user into a co-located collaboration, this

work did not explore the co-located aspect of the collaboration.

Hybrid collaboration has become a necessity due to major changes in our society

and the new organization of work. We are experiencing more and more diverse

collaborative situations, such as meetings with a colleague working from home, or

work sessions between two distant groups. The COVID-19 pandemic significantly

accentuated this trend [Yan+22]. However, current computer-mediated collaboration

systems often lack flexibility to adequately support hybrid collaboration. This can

lead to awkward situations in which colleagues within the same building opt to

stay in their individual office for a videoconference meeting instead of attending

together, or are forced to have side conversations via chat during such meetings.

My future research aims to investigate how large interactive spaces can foster

real-time collaboration in hybrid situations. For example, these situations may

include remote collaboration among co-located subgroups or collaboration between

a co-located group and multiple remote users (Figure 5.2). As suggested in the

previous research axis, users may interact at different levels of the mixed reality

continuum using heterogeneous devices, ranging from simple smartphones to

immersive VR rooms. I think that this diversity of devices has the potential to

enhance hybrid collaboration. Nevertheless, this raises new challenges regarding

(i) how to integrate users with heterogeneous devices in the collaboration, (ii)

how to provide appropriate awareness among users, regardless of whether they
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Figure 5.2: Hybrid collaboration involving co-located and remote users interacting with
heterogeneous devices.

are co-located or remote, and (iii) how to support different dynamics during the

collaboration process. Without trying to mimic collaboration in the real world, I

believe we need new ways of collaborating that take advantage of the specific

capabilities of each interaction device, in a similar spirit as the “Beyond being there”

concept described by Hollan & Stornetta [HS92].

Integrating users with heterogeneous devices. As presented in the previous re-

search axis, I envision that users will be able to interact at multiple levels of the

mixed reality continuum and transition among these levels. Consequently, users

will collaborate with both co-located and remote collaborators across various levels

of the continuum. These heterogeneous situations provide many opportunities for

exploring new collaboration scenarios. For instance, given that using immersive

VR for extended periods of time can be strenuous, users could use non-immersive

devices to remotely monitor collaborators immersed in VR and interact with them.

This approach allows users to reserve VR for specific tasks during long work ses-

sions, taking turns in VR as needed. I also plan to study another scenario in which a

co-located group collaborates in front of a wall-sized display, while remote collabo-

rators, who do not have access to such equipment, join them using VR headsets that

display a virtual version of the content. A few studies have explored asymmetric

collaboration across heterogeneous devices, but they mainly focused on co-located

collaboration. For example, ShareVR [Gug+17] and TransceiVR [Tho+20] use a smart-

phone or a tablet to interact with a user immersed in VR, while ShARe [Jan+20] and

HMD Light [Wan+20b] use a projector mounted on an AR or VR headset to share

the view of the headset user. I plan to extend this previous work to broader hybrid

collaborative situations including remote users.

The main challenge is to provide all users with appropriate interaction techniques

to act on shared content and communicate their ideas, regardless of their geograph-

ical location or their device. These techniques should leverage the potential of every

device to allow users to have complementary interaction capabilities. Additionally,

it is necessary to find appropriate ways to represent users’ activities and interaction

capabilities to improve understanding among them. Given that users may have

varying interaction capabilities, it is crucial that they can understand what others

are currently doing and what they can do to enable effective collaboration. As a first

step, I plan to extend ARgus (Section 4.2.3) to support multiple co-located AR users,

as well as multiple remote users. This will require finding solutions to allow AR

users to accurately understand what is the viewpoint of each remote user on the

AR workspace, and give all remote users the ability to participate in 3D interaction.
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Providing appropriate awareness between co-located and remote users. Allow-

ing effective collaboration in hybrid situations requires to provide appropriate

awareness among all users. This awareness is crucial for enhancing their mutual

understanding and helping them build a common ground [CB91]. Providing such

awareness is challenging between co-located and remote users, as they do not share

the same interactive space and cannot see each other directly. I plan to explore

multiple solutions for representing the remote users, but also the space surrounding

them, in a way that ensures seamless interaction between co-located and remote

users. Representing the space surrounding users is especially important to facilitate

the establishment of a common ground, as we studied in ARgus (Section 4.2.3).

I first want to explore different visual representations of the remote users in

collaborative situations involving mixed reality technologies. There is not clear

consensus regarding the impact of user representations on collaboration. Yoon et

al. [Yoo+19] compared the effects of realistic and cartoon-like avatars on social

presence, while Congdon et al. [Con+23] compared the effects of video and 3D

avatar representations on trust. Both studies concluded that the results could

highly depend on the collaborative context and the environment surrounding the

users. Although solutions exist to create high-quality realistic avatars, such as Pixel

Codec Avatars [Ma+21], I believe that there are some collaborative situations where

avatars may not be the most appropriate representation. It is especially the case for

collaborative situations including users with both immersive and non-immersive

devices, as using avatars for non-immersive users may not be meaningful. In such

situations, I want to experiment with solutions that integrate real video streams

into virtual environments in a way that goes beyond real-world collaboration.

For example, we could attach virtual windows displaying remote collaborators’

video on the side of the users’ field of view in a VR environment or on the users’

wrist in an AR environment. This will create a virtual face-to-face with the remote

collaborators, as we explored with CamRay on wall-sized displays (Section 4.2.1).

We also need to find solutions to represent users of immersive devices for the

collaborators using non-immersive devices.

Although showing the spaces surrounding remote users is straightforward in

non-immersive contexts with cameras, it becomes challenging for mixed reality

environments that overlap multiple remote spaces with both physical and virtual

content. Most previous work on remote collaboration in mixed reality focused on

host-guest situations, where the guest is immersed in the augmented environment

of the host [Teo+19; Piu+19; Bai+20]. Other research proposed sharing only a few

physical objects [Ort+16] or virtual content [Mah+19], but not the entire spaces

surrounding users. However, some collaborative situations require a shared space

that combines the spaces of all remote users with their corresponding physical con-

straints. A few studies have explored this aspect, mainly focusing on the technical

aspects of reconstructing and blending users’ physical spaces [LMR14]. I plan to

approach the problem from a different angle by studying how users perceive the

remote spaces of their collaborators and identifying which cues are mandatory

to build a mental representation of the shared space. I will then investigate rep-

resentations that mix symbolic and realistic elements to reveal this shared space.

These representations should prevent users from perceiving the shared space as a

superposition of individual spaces. Instead, they should facilitate the establishment

of a common ground between users, enhancing their mutual understanding.
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Supporting various collaboration dynamics. As the number of users involved

in hybrid collaboration increases, not all users will be collaborating together at

all times. Collaborative systems will thus have to support different moments in

collaboration, such as tightly coupled and loose collaboration, subgroup collabora-

tion, and spontaneous or side discussions. However, current telepresence systems,

including those presented in Section 4.2, do not adequately support these dynamic

collaboration scenarios.

As an initial step, I plan to study collaboration dynamics in co-located situations

without technology mediation. In particular, I want to observe groups of co-located

users interacting in large interactive spaces, such as rooms equipped with large

screens, tabletops, or AR devices. Building upon these observations, the goal is to

extend our work on telepresence systems for wall-sized displays (Section 4.2.1) to

support these collaboration dynamics. An obvious first goal is to explore manual

and automatic solutions for switching between the Follow-Local and Follow-Remote

modes of CamRay. Moreover, I can imagine various other collaborative feature

based on video. For example, some video windows could appear or disappear

as appropriate to manage tightly coupled versus loose collaboration. Other video

windows could be split and displayed at different positions to encourage users to

move to specific areas of the screens, thus fostering subgroup collaboration across

remote platforms. Additional devices, such as smartphones, could also be used

on the fly to make side conversations possible. In addition to video, I believe it

would be valuable to incorporate spatialized 3D audio by using the system we

developed (Section 4.1.2). Spatialized 3D audio could enable users to determine

remote collaborator positions, manage subgroup discussions without disturbing

others or ensure privacy for side conversations.

5.3 closing remarks

The demand for computer-supported cooperative work has never been more crit-

ical, given the substantial growth of digital data and significant societal changes,

including new work organization and the green transition. An increasing number of

individuals are required to work from home or collaborate with colleagues world-

wide while limiting their travel to mitigate their environmental footprint. Although

computer-supported cooperative work has been studied for several decades, the

vast majority of previous work considered simplistic collaborative situations, such

as one-to-one or group collaboration among individuals with similar roles. However,

real-world collaboration is considerably more complex, involving multiple roles,

users entering and leaving the collaboration, and different collaboration dynamics,

such as spontaneous or side discussions. I argue in this manuscript that large inter-

active spaces provide a unique opportunity to support such complex collaborative

situations across time and space. Nevertheless, further research is still needed to

handle hybrid collaboration and transitions along the mixed reality continuum.

While my contributions and future perspectives mainly concentrate on syn-

chronous collaboration, large interactive spaces hold significant potential for foster-

ing collaboration in asynchronous situations. This is a typical case where computer

systems can provide users with collaborative interaction that goes far beyond what

is possible without technology mediation. Fender and Holz [FH22] illustrate the

benefits of mixed reality technology for co-located asynchronous collaboration.
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However, only a few studies have addressed asynchronous collaboration, as ob-

served by Irlitti et al. [Irl+16], leaving plenty of space for design exploration, as

suggested by Chow et al. [Cho+19]. I believe that asynchronous collaboration can

be a promising long-term perspective for future work.

Targeting complex collaborative situations also raises the question of how to eval-

uate collaboration, as it cannot be solely assessed through performance measures

in lab experiments. The success of collaboration is determined by many underlying

indicators that are challenging to quantify. These indicators include social presence,

mutual understanding, active participation, and feeling of closeness or friendliness

among collaborators. A few studies have attempted to measure some of these

indicators through questionnaires or post-experiment conversational analysis, as

we have done in some of our work [Ave+17; Oku+20; FFT22b]. However, these

analyses are difficult and time-consuming, thus limiting the number of indicators

that can be measured. With current advances in sensing technologies and artificial

intelligence, we just started to create a system that evaluates collaboration quality

in real time [Léc+23], as part of the PhD work of A. Léchappé, co-supervised with

M. Cholet and C. Dumas, and in collaboration with A. Milliat. At the current stage,

this system can collect gaze and speech signals, as well as compute speaking time

distribution, turn-taking, speech overlaps, joint visual attention, and mutual gaze.

A first iteration used these indicators to differentiate situations with active collabo-

ration from those without collaboration. Future steps will consist of detecting more

complex collaborative situations, and providing users with real-time feedback to

prevent critical situations arising from poor collaboration.

To conclude, I believe that large interactive spaces hold huge potential for foster-

ing collaboration in various real-world situations. Nevertheless, many challenges

persist in providing collaborators with rich social interaction and appropriate col-

laborative features. Close collaboration with researchers in social sciences will be

crucial to better understand how individuals collaborate through technology and

to adequately evaluate such collaboration.
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Titre : Favoriser la collaboration dans les grands espaces interactifs 

Mots clés : interaction humain-machine, travail coopératif assisté par ordinateur, réalité virtuelle, réalité 

augmentée, téléprésence, interaction 3D 

Résumé : Avec la croissance exponentielle de la 

quantité et de la complexité des données numéri-

ques produites par notre société, le besoin d'outils 

informatiques pour collaborer n'a jamais été aussi 

important. Permettre à des groupes d'utilisateurs de 

manipuler, d'analyser et de comprendre ces données, 

tout en conservant le contrôle sur la façon dont 

l'intelligence artificielle les traite, est devenu un défi 

majeur. Dans ce contexte, mes recherches étudient 

comment les grands espaces interactifs, tels que les 

murs d'images, les systèmes immersifs de réalité vir-

tuelle ou les espaces de réalité augmentée, peuvent 

favoriser la collaboration entre les utilisateurs. 
 

La première partie de mon travail explore de 

nouveaux paradigmes d'interaction permettant aux 

utilisateurs de maîtriser les caractéristiques inhabi-

tuelles des grands espaces interactifs. Au-delà de 

l'interaction à un niveau individuel, il s'agit d'étudier 

comment ces systèmes peuvent favoriser la collabo- 

ration entre utilisateurs co-localisés. La seconde 

partie de mon travail porte sur la collaboration à 

distance entre espaces interactifs. Elle propose à la 

fois des solutions techniques pour connecter des 

plateformes hétérogènes, et des solutions pour 

favoriser la perception mutuelle et la communi-

cation entre les collaborateurs distants. Plutôt que 

de chercher à reproduire la collaboration dans le 

monde physique, mon travail propose d'aller au-

delà en exploitant les capacités numériques et le 

grand espace physique qui entoure les utilisateurs. 
 

Mes travaux futurs se concentreront sur comment 

exploiter au mieux le continuum de la réalité mixte 

pour permettre à des utilisateurs d9interagir et de 

collaborer à différents niveaux de ce continuum. 

L'objectif principal est de pouvoir s'adapter aux 

différentes phases de la collaboration dans des 

situations hybrides impliquant à la fois des 

participants co-localisés et distants.  
 

 

 

Title: Supporting Collaboration in Large Interactive Spaces 

Keywords: human-computer interaction, computer-supported cooperative work, virtual reality, 

augmented reality, telepresence, 3D interaction 

Abstract: As the quantity and complexity of digital 

data produced by our society grow exponentially, the 

need for computer-supported collaboration has 

never been higher. Empowering groups of users to 

manipulate, analyze and understand this data, while 

preserving control over how artificial intelligence 

processes it, has become a major challenge. In this 

context, my research investigates how large inter-

active spaces, such as wall-sized displays, immersive 

virtual reality systems or augmented reality spaces, 

can foster collaboration among users. 
 

A first part of my work investigates new interaction 

paradigms that provide users with the ability to 

master the unusual characteristics of such large 

interactive spaces. Beyond individual interaction, it 

investigates how these systems can foster co-located 

collaboration by providing appropriate collaborative 

interaction among users. A second part of my work 

focuses on remote collaboration across large 

interactive spaces. It explores technical solutions to 

connect heterogeneous platforms, as well as tele-

presence systems providing appropriate awareness 

and communication cues among the remote 

collaborators. Rather than mimicking collaboration 

in the physical world, it aims to push collaboration 

beyond <being there= by leveraging digital cues 

and taking advantage of the large physical space 

surrounding users. 
 

My future research will concentrate on exploiting 

the mixed reality continuum to enable collabora-

tors to interact across time and space by seamlessly 

transitioning between heterogeneous interaction 

modalities. The overall objective is to support the 

different phases of a collaboration in hybrid 

situations, involving both co-located and remote 

participants. 
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